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Introduction

A branch of mathematics with wide applications in various fields of science and
technology, of which the Romanian school of mathematics has important contri-
butions, is the Complex analysis. Complex analysis, dealing mainly with analytical
functions of complex variable. As real and imaginary parts of analytic function must
satisfy Laplaces equation, complex analysis is widely applied in the two-dimensional
problems in physics.

Functions of one complex variable theory, combines geometric intuition and
mathematical reasoning and it is a classic branch of mathematics which has roots
in the 19th century and even earlier. Geometrical theory of analytic functions is
based on the notion of comply representation which is the ideal model of geometric
transformations in the plane. An important result as the basis for this theory is the
theorem of Riemanns comply representation . Important names that have developed
this discipline are Euler, Gauss, Riemann, Cauchy, Weierstress and many others in
the 20th century.

Univalent functions proved to be most interesting for study, first necessary and
sufficient conditions of univalency expressed by coefficients were obtained in 1931
by Gh.Calugareanu. Around the year 1907 appears the first significant work that
belongs to mathematician P. Koebe. In the geometric theory of functions a special
role occupies the differential subordination known as method of admissible function,
theory initiated by the S.S. Miller and P.T. Mocanu. Using differential subordina-
tions have shown in a much simpler way some classical results in this area, their

expansions, and even new results.



S.S. Miller and P.T. Mocanu recently introduced the notion of differential super-
ordination, dual notion of the differential subordination.

The notion of strong subordination was introduced by J.A. Antonio and S. Ro-
maguera, afterward the notion of strong superordination was introduced by Georgia
Oros using as model the theory of differentiated subordination, in 2009.

This paper has five chapters; the first chapter presents concepts, definitions,
properties and characterization theorems used during the whole work. The para-
graphs of this first chapter present generalities, known results on class of univalent
functions. As follows we enumerate properties of special univalent classes: starlike
class functions, convex class functions, eight convex class functions, analytic func-
tions with positive real part and functions whose derivative has positive real part. In
the other paragraphs of the first chapter we presented notions as: subordination, dif-
ferential subordination and strong subordinate, differential super ordination, strong
super ordination with some known properties and characterization theorems.

The other four chapters contain original results already published or under pub-
lication. As the second chapter contains the results obtained in differential sub-
ordinations published in three papers. These original results were obtained using
differential operators Salagean, Ruschewey and Dziok-Srivastava linear operator.

The third chapter shows the results obtained in the strong differential subor-
dinations, which contains a paper published and dedicated to Professor Mr. Gr.
St.Salagean coordinator of this work in the journal Studia University of Babes-
Bolyai, Mathematica, at the age of 60 years. Salagean use differential operator for
functions of class A; . and get new hard superordination .

Chapter four illustrates three original works on the field strong superordination
for different classes of univalent functions, already published or under publication.
So we got differential strong superordination sort of first differential order, the best
of their subordinate and subordinate chains. Chapter five we present other known re-
sults for analytic functions with negative coefficients, the characterization theorems,

the notion of convolution or Hadamard product and the notion of consistency. For-



ward we mentioned the original results obtained with univ.Prof. Dr. Gr St. Salagean,
scientific leader of the thesis, related to the order of consistency of analytic functions
with negative coefficients This way I would like to present my sincere thanks, grat-
itude and esteem to univ. Prof. Dr. Gr St. Salagean for collaboration and guidance
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Chapter 1

(GGeneralities

1.1 Univalent function. Definitions and proper-
ties

In this paragraph are set notions about the genre known univalent functions,
defining, notations and class properties of Holomorphic and univalent functions in

disk unit (U noted as S).

Denote:
(1.1.1) Ulzo;r) ={2€ C; |z — 2| <1},
r >0,
(1.1.2) Ulzo;r) = Ulz057) \ {20},
(1.1.3) Ulzp;r) = {2 € C; |2 — 2| <1},
and
(1.1.4) AU (zp;1) ={2 € C; |z — 2| =71}

For a¢ € C and n € N* denote

(1.1.5) Hla,n|={f e HU): f(z) =a+a,z"+...}.
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Let H(U x U) the class of analytic functions in U x U,

(1.1.6) H*la,n, & ={f € HU x U) | f(2,¢)

=a+a, ()" + an1 (2" ..., 2€ U, CeU},
with ag(¢) holomorphic functions in U, k > n
(1.1.7) Ay ={feHU): f(2) =2+ ap 2" +...},
A=A,
(118) Ar.={f e HUxU) | f(2,¢) =2+ an1(Q)2" +..., z€ U, (€U},

with ay(¢) holomorphic functions in U, k > n, for n =1, A= A7

2f'(2)
f(2)

(1.1.9) St ={f€Ha,n,&: Re >0, 2 € U, for all¢ € U},

the class of starlike functions,

(1.1.10) K; ={f € H"a,n,¢{]: ReM +1>0, z€ U, forall¢ € U},

f'(z,¢)

the class of convex functions,

(1.1.11) S ={f€A: fisunivalent function in U},
class of holomorphic and univalent functions, normalized by :
(1.1.12) f(0)y=0, f'(0)=1,

with f € H,(U) where

(1.1.13) f2)=z+az+..., zeU.

Study of meromorph and univalent functions can be in parallel with the S class.
We noted with ¥ the class of meromorph functions ¢ with the single pole (simple)
¢ = oo and univalent in the outside of disk unit U~ = {( € C | ¢ > 1} who have

shaped the development of Laurent series as:

¢<c>:<+ao+%+...+%+..., | > 1.



Theorem 1.1.1 (Area theorem ) [26] If p({) = C+Z % is a function from class
n=0

Y., then area of E(p) where

(1.1.14) E(p) =C\o(U7)

wn sense Lebesque bidimensional area is :

(1.1.15) E(p)=m (1 - in|an|2> >0

n=1
o
then Zn!an\z < 1.
n=1
Theorem 1.1.2 (Bieberbach Theorem about ay coefficient) [26]

If f(z) =2+ Zakzk € S then |ag| < 2. Equality |az| = 2 takes place if and only if
k=2
f s the form

z

(1.1.16) Ko() = oo

(K, is Koebe funcion).

Conjecture 1.1.1 (Bieberbach conjecture) [26] If function f(z) = 2+ a92® + ... is

in class S, then |a,| <n,n=23,....

Theorem 1.1.3 [26] If f(z) = z—l—Zakzk, f €S, then |ag — a3] < 1, delimitation
k=2
been sharp.

If f is odd, |as| < 1, but equality takes place if and only if f is the form

f)=—" " seR

1+ eloz2’

Theorem 1.1.4 (Koebe, Bieberbach theorem) [15] Let f € S. Then f(U) 2 Uyya.

Corolary 1.1.1 [15] Class S is compact subset of H(U).



1.2 The class of starlike functions

Definition 1.2.1 [26] Let f € H(U) a function with properties f(0) = 0. Function
f is starlike in U with respect to origin (or starlike) if f is a univalent function in

U and f(U) is a starlike domain with respect to the origin.

Theorem 1.2.1 (univalency theorem on border) [26] Let D a set D C C and f €
H(D) is a continuous function of D. If f is a function injective of D then f is

wngjective of D.

Theorem 1.2.2 (The characterization of analytic starlikeness theorem ) [26] let
f € HU) with f(0) =0. Then function f is starlike if and only if f'(0) # 0 and

(1.2.1) Rem >0, zeUl.

f(z)
Definition 1.2.2 [26] We denote S* class of functions f € A are starlike and nor-

malized in unit disc:

(1.2.2) S*:{feA:Rem>0,zeU}.

f(z)
Theorem 1.2.3 (Theorem for determining the coefficient functions of S*) If f(z) =
24 a2+ ...+ a2+ ... is a function of S*, then

la,| <n, n=23,...

Equality takes place if and only if [ is Koebe function.

1.3 The class of convex functions

Definition 1.3.1 [26] Function f € H(U) is convex in U (or convex) if f is univalent

in U and f(U) is a convex domain.

Theorem 1.3.1 (The characterization of analytic convexity theorem) [26] If f €
H(U), function f is convex if and only if f'(0) # 0 and

zf”(z)
f'(2)

(1.3.1) Re +1>0, zelU.



Theorem 1.3.2 (Duality theorem of Alexander) Function f is convez in U if and

only if function F(z) = zf'(z) is starlike in U.

Definition 1.3.2 [26] K is class of convex functions f € A and normalized in unit
disc,

zf"(2)
f'(z)
Theorem 1.3.3 (Theorem for determining the coefficient functions of K) [26] If

(1.3.2) K:{fEA:Re +1>0,26U}.

function f(z) =z +axz® + ...+ a,2" + ... is in K class, then
la,| <1, n=2,3,...

Equality takes place if and only if f has the form

z

=— o€R.
1+ etz

(1.3.3) £(2)

1.4 The class of alfa-convex functions
(Mocanu Functions)

Intending to find a connection between the notions of convexity and stellar P.T.

Mocanu introduced in 1969 the notion of alpha-convex function.

Definition 1.4.1 [26],[25] Let f € A a function with condition

IIE) 4 ey

and let number o € R. Function f is a-convex in unit disc U (or a-convex) if

ReJ(a, f;2) > 0, z € U then:

L 2f'() 2f"(2)
(1.4.1) J(a, f;2)=(1—a) ) +a< 702) +1>.
Definition 1.4.2 [26] We define the set
(1.4.2) Ma:{fGA: W;&o, ReJ(a,f;z)>0,z€U},

the class of functions a-convexe in unit discU.
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Theorem 1.4.1 (Starlikeness theorem of a-convex function)
1. Let a € R, f € M,. Then f € S*, and
M, C S*.
2. If a, B € R such that 0 < g < 1, then
M, C Ms.

3. My, = {id}, where id(z) =z, z € U.

1.5 Analytic function with positive real part

Properties of analytic functions with positive real part have an important role in
the following paragraphs being closely related to the notion of subordination what

will be presented in the chapters that follow.

Definition 1.5.1 [26] 1. The Carathéodory class of functions ( functions with pos-

itive real part) is a class
P={pe HU): p(0)=1, Rep(z) >0, z € U}.
2. The Schwarz functions class is a class
B={pc HU): ¢(0) =0, lp(z)] <1, z€ U}

Theorem 1.5.1 (Carathéodory theorem about coefficients of class P) [26] If p(z) =
L+ piz+pe2®+ ... +pu2™ + ... isin class P then |p,| < 2, n > 1, equality takes
14+ Az

Al =1.
o A

place for function p(z) =

1.6 Subordination

Definition 1.6.1 [26] Let f,g € H(U). The function f is subordinate to g written
f < gor f(z) < g(z), if there exist a function w € H(U) with w(0) = 0 and
lw(z)| <1, z € U or w € B such that



Theorem 1.6.1 [26] Let f,g € H(U) and suppose that g is univalent in U. Then
f =g if and only if f(0) = g(0) and f(U) € g(U).

Corolary 1.6.1 (Principle of subordination of Lindeldf) [26] Let functions f,g €
H(U) such that g is univalent in U.

117 (0) = (0) and f(U) € g(U) then }(T) € g(T,), 0 <r < 1.

2. Equality f(U,) = g(U,) for one r < 1 takes place if and only if f(U) = g(U)
(or f(2) = g(Az), [A[ = 1).

1.7 Functions whose derivative has positive
real part

Theorem 1.7.1 (The criteria of univalency Noshiro, Warschawschi, Wolff) [26] If
function [ is holomorphic in conver domain D C C and if there exist a number
v € R such that

Re[e”f'(2)] >0, z€D

then function f is univalent in D.

Definition 1.7.1 [26] We denote R class of normal functions usually standardized

which derivative is positive in disk unit,
R={f€ A Refl(2) >0, z€U}.

Theorem 1.7.2 (Deformation theorem for class R) [26] If function

f(z):z+Zanz", zeU,
n=2
15 1 class R, then
2
|an|§_
n
1—r 1+7r
<|f < =
< IfE S s el =

—r+2log(1+7) <|f(z)| < —r—2log(l—7r), |z]=r.

12



The extremal function has the form

flz) =—2— ;log(l —Az), |Al=1

1.8 Differential subordination

Definition 1.8.1 [26] 1. Let ¢ : C* x U — C and let function h univalent in U. If

function p € Hla,n] verifies

(1.8.1) b(p(2), 20 (2), 2°p"(2); 2) < h(2), 2€U

then function p is called (a,n) a solution of the differential subordination (1.8.1) or

more simply, solution of the differential subordination (1.8.1).

2. Subordination (1.8.1) is called second order differential subordination, and
function ¢ univalent in U, is called (a,n) dominant of the solution of the differential
subordination (1.8.1), or more simply, dominant of the differential subordination
(1.8.1), if p(z) < ¢(z) for all p satisfying (1.8.1).

3. A dominant ¢ such that g(z) < ¢(2) for all dominants ¢ for (1.8.1) is said to
be the best (a,n) dominant, or more simply the best dominant of the a differential

subordination (1.8.1).

Lemma 1.8.1 (L. S. Jack, S. S. Miller, P. T. Mocanu, lemma’s) [26] Let zy = roe®
with 0 < rg < 1 and let f(2) = apn2™ + ap 12" + ... continue function in U(0; 7o)

and analytic in U(0;10) UU{20} with f(z) Z0 and n > 1. If

|f (20)] = max{|f(2)| - 2 € U(0;70)}

then there exist a real number m, m > n, such that
!
() )
20)
and

(i) Re Z‘}Jf :Z)O) r1>m

13



Definition 1.8.2 [26] We denote by () the set of functions ¢ that are holomorphic

and injective on the set U \ E(q), where
E(q) = {C € U : limg(z) = oo}
z2—(

and ¢'(¢) # 0 for ¢ € OU \ E(q).
The set E(q) is called exception set.

. 1+2z .
Functions ¢;(z) = z and ¢»(2) = . is examples for two these cases.

Lemma 1.8.2 (S. S. Miller, P. T. Mocanu) [21], [26] Let ¢ € Q with ¢(0) = a and
let function p € Hla,n|, p(z) # a and n > 1. If p(z) 4 q(z) then there exist points
20 = 19 and {y € OU\E(q) and a number m > n > 1 such that p(U(0;ry)) C q(U)
and

(1) p(z0) = 4(Co)

(ii) Zop'(20) = mCoq' (Co)

Zop"(zo)
111) Re ————= +1 > mRe ———+~ 4 1.
(i) P'(20) - q'(Co)

Definition 1.8.3 [26], [24] Let Q C C, let function ¢ € Q and n € N, n > 1. We

COCI"(CO)

denote by ¥, [Q2, ¢] the class of function ¢ : C>x U — C that satisfy the admissibility

conditions

(A) W(r,s,42) ¢ Q

whenever

¢q"(Q)
q'(¢)

r=q(0), s=m(qd(C), Re En]sz{e[ +1],

where z € U, ( € U \ E(q) and m > n.

The set U,[€2, ¢] is called by admissibility functions class, but (A) condition is

called admissibility condition.

Theorem 1.8.1 [26], [19], [24] Let univalent function h € H,(U) and let ¢ : C* x
U — C. Suppose that the differential equation

(1.8.2) V(p(2), 2 (2), 2°p"(2); 2) = h(z)

14



has a solution q, with ¢(0) = a, and one of the following conditions is satisfied:

(i) ¢ € Q and ¥ € V[h, q;

(11) q is univalent in U and ¢ € Y]h,q,] for some p € (0,1);

(1) q is univalent in U and there exists py € (0,1) such that ¢ € Wlh,,q,] for
all p € (po, 1)

If function p € Hla, 1] and function

b(p(2), 20'(2), 2p"(2); 2) € H(U)
then
U(p(2), 20 (), 2" (2); 2) < h(2) = p(2) < q(2)

and function q s the best dominant of the subordination.

Theorem 1.8.2 [26], [19], [24] Let univalent function h € H,(U) and let ¢ : C* —
C. Suppose that the differential equation

(1.8.3) U(q(2),nzq (2),n(n — 1)2q'(2) + n*2%¢"(2)) = h(2)

has a solution q, with ¢(0) = a and one of the following conditions is satisfied:
(i) ¢ € Q and p € W, [h, q];
(it) q is univalent in U and ¢ € W, [h, q,] for some p € (0,1);
(111) q is univalent in U and there exists py € (0,1) such that ¢ € V,[h,,q,] for

all p € (po, 1).

If function p € Hla,n] and function ¥ (p(z),2p'(2), 2°p"(2); 2) € H(U) then
b(p(2), 20/ (2), 2°p"(2); 2) < h(2) = p(2) < q(2)

and function q is the best (a,n) dominant of the subordination.

1.9 Strong differential subordination. Definitions
and properties

H,(U,U) = {f € H[a,n; €] : f(z,&) univalent in U for £ € U} is the class of
univalent functions in U for all £ € U ( see (1.1.6) ).

15



Definition 1.9.1 [37] Let H(z,&) analytic in U x U and f(z,£) analytic in U x U
for all £ € U and f(2,€) € H,(U).

Function H(z,§) is strongly subordinate to f(z,§) written H(z,£) << f(z,£),
if for every € € U, H(z,€) is subordinate to f(z,¢), the function of z.

1.10 Differential superordinations. Generalities
and proprerties

Definition 1.10.1 [6] Let ¢ : C* x U — C and let h analytic in U. If p and

o(p(2), 2p'(2), 2°p"(2); z) is univalent in U and satisfies the second-order strong dif-

ferential subordination

(1.10.1) h(z) < @(p(2), 20 (2), 2°p" (2); 2),

then p is called a solution of the strong differential subordination. Let analytic
function ¢ is called a subordinant of the solution of the strong differential subordi-
nation,or more simply subordinant if ¢ < p for all p satisfying (1.10.1). A univalent
subordinant ¢ that satisfies ¢ < ¢ for all subordinant ¢ of (1.10.1) is said to be the

best subordinant. The best subordinant is unique up to a rotation of U.

Theorem 1.10.1 [6] Let Q C C, let ¢ € H[a,n] and let € ¢,[Q,q]. If p € Q(a)

and o(p(z), 2p'(2), 2%p"(2); 2) is univalent in U, then

(1.10.2) Q C {p(p(2), 20 (2),2°p"(2);2) : 2 € U}
implies q(z) < p(z).

Theorem 1.10.2 [6] Let ¢ € H[a,n], let h analytic and ¢ € ¢u[h,q]. If p € Q(a)

and p(p(2), 2p'(2), 22p"(2); 2) is univalent in U, then
(1.10.3) h(z) < (p(2), 2p'(2), 2p"(2); 2)

implies q(z) < p(z).
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Theorem 1.10.3 [6] Let h analytic in U and ¢ : C> x U — C. Suppose that the

differential equation
(1.10.4) 0(p(2), 21'(2), 2°p"(2); 2) = h(2)

has a solution ¢ € Q(a). If ¢ € ¢[h,q], p € Q(a) and (p(z), 2p'(2), 2°p"(2); 2) is

univalent in U, then
(1.10.5) h(z) < @(p(2), 20/ (2), 2°D" (2); 2)

implies q(z) < p(z) and q is the best subordinant.

1.11 Strong superordinations.
Definitinos and properties

Definition 1.11.1 [41] ( see Definition 1.9.1) Let H(z,£) an analytic function in
U x U and let f(2) an analytic function and univalent in U. Function f(z) is said to
be strongly subordinate to H(z,§),or H(z,£) is said to be strongly superordinate to
f(z), written f(2) << H(z,&),if f(z) is subordinate to H(z, ) the function of z, for
all ¢ € U. If H(z,€) ia a univalent function in U, for all ¢ € U, then f(2) << H(z,§)
if and only if £(0) = H(0,&) for all £ € U and f(U) C H(U x U).

Definition 1.11.2 [41] Let ¢ : C}> x U x U — C and h a analytic function in U. If
pand p(p(2), 2p'(2), 220" (2); 2, €) is univalent function in U for all ¢ € U and satisfy

strong differential superordination (of second order)

(1.11.1) h(z) <= @(p(2), 2p'(2), 2°p" (2); 2, €)

then function p is called the solution of the a strong differential superordination.
Analytic function ¢ is called the subordinant of a solution of a strong differential
superordination, or more simply subordinant if ¢ < p for all p satisfying (1.11.1). A
univalent subordinant ¢ that satisfies ¢ < ¢ for all subordinant ¢ of (1.11.1) is said
to be the best subordinant. Note the best subordinant is unique up to a rotation of

U.

17



Chapter 2

Differential subordination

2.1 The study of a class of univalent functions
defined by Salagean differential operator

By using the operator S™f(z), z € U, we introduce a class of holomorphic func-

tion S,(3), and obtained some subordination results.

Lemma 2.1.1 [10] Let h be convez function, with h(0) = a and let v € C* be a

complex number with Re~y > 0. If p € H[a,n] and
1 /
p(z) + ;Zp (z) < h(z), zeU

then
p(z) < q(2) < h(z), z€U

where

nz'Y/"

a(z) = 2 / hti-ldt, s e U
0

Function q s conver in U and is the best dominant.

Lemma 2.1.2 [30] Let Rer > 0 and let

R — R =2
- 4kRer ‘

18



Let h be an analytic function in U with h(0) =1 and suppose that

Re (Z:,,;S) + 1) > —w.

If

p(2) =1+ p2" + pur 2™ +

s analytic in U and
1
p(z) + ;Zp'(z) < h(z),
then p(2) < q(z), where q is solution of the differential equation

a(2) + 72¢(:) = h(z), q(0) =1,

given by

q(z) = — /Oztillh(t)dt.

o nzr/n

Moreover q is the best dominant.

Definition 2.1.1 [49] For f € A, n € N=10,1,2, ..., the operator S™f is defined by
ST A— A

SUf(2) = f(2)
S'f(z) = 2f'()

S™f(2) = 2[S"f(2)], z € U.
Remark 2.1.1 [30] If f € A,
f(z)=z+ Zajzj
=2

then
S"f(2) =2+ Zj”ajzj, 2z e U.
=2

Definition 2.1.2 [30] If 0 < § < 1 and n € N, we let S, (/) denote the class of

functions f € A which satisfy the inequality:
Re (S"f)'(z) >3, ze€U.
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Theorem 2.1.1 [57] The set S,(5) is convexr.
Theorem 2.1.2 [57] Let q be a convex function in U, with ¢(0) =1 and let

1
h(z) = q(z) + H—qu’(zL zeU,

where ¢ 1s a complexr number, with Rec > —2.

If f € S,(B) and F = I.(f), where

(2.1.1) F(2) = L(F)(2) = ";12 /0 £ f(t)dt, Ree> —2
then

(2.1.2) S F)] < h(z), z€U

implies

[S"F(2)] < q(2), z€U,
and this results is sharp.

Theorem 2.1.3 [57] Let Rec > —2 and let
ur_1+k+2P—k%wk+3
B 4Re (¢ + 2) '

Let h be an analytic function in U, with h(0) = 1 and suppose that
zh"(2)
h'(z)
If f € S,(B) and F = I.(f), where F is defined by (2.1.1), then

(2.1.3)

Re +1>—w.

(2.1.4) [S"f(2)] < h(z), zeU

implies
[S"F(2)] < q(2), z€U,

where q is the solution of the differential equation

given by

c+2 7
o) = 5 /0 O T

Moreover q 1s the best dominant.
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2.2 Differential subordinations obtained using

the Dziok-Srivastava linear operator

By using the properties of the Dziok-Srivastava linear operator we obtain differ-

ential subordinations using functions from class A.

For two functions of A class

o o0
z) = Z+Zakzk i g(2) :z+Zbkzk,
k=2 k=2

the Hadamard product (or convolution) of f and g is defined by

(f*g —z+Zakbkz

For oy € C, i =1,23,...,0s1 8, € C\{0,-1,-2,..}, j = 1,2,...,

generalized hypergeometric function is defined by

lFm(Ofl, Qoy .y B, Bay vy B Z) — Z ((gll))n((a )n ) Z_

n=0

((<m+1, meNy=1{0,1,2,...})

where (a), is the Pochhammer symbol defined by

(a)n~ F(a) - a(a+1)(a+n_1)7 TLGN;:{LQ,...

Corresponding to the function

m, the

h(abaQ;"'7al;617627"'7ﬁm;z) =2z lFm(aba?;"'7al;517ﬁ27'-'76’m;z)'

The Dziok-Srivastava operator ([7], [8], [44]) is
Hyln(ala a2, ..., 0 617 627 v 76m7 Z)

= h(an, g, ... 005 81, Boy - oo, B 2) % f(2)
io: 041 n—1 042 n—1- (Oél)n—l z

‘a”ﬂ,‘

(B1)n-1(B2)n—2 - (Bi)n-1 (n— 1)1
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For simplicity, we write

O/l = (a27"'7al;617627"'7ﬁm)

and we denote
H. [on, ) f(2) = H (o1, 09, ... 03 81, Bas -+ s Bns 7).
It is well known [19] that
(22.1)  arHplon +1,00]f(2) = 2{H,[on, 1] £ (2)} + (o0 = D) Hyy[on, 04]f(2).

Theorem 2.2.1 [58] Let i m e N, I <m+1,a; € C,i=1,2,...,1 and 5; € C\
{0,-1,-2,...}, 7 =1,2,3,...,m, f € A and the Dziok-Srivastava linear operator
H! [oy, o] f(2) is given by (2.2.1).

If it is verified the differential subordination

(2.2.2) {H! [ay +1,a)]f(2)}Y < h(z), z€U, Reay >0,
then h is a convex function, then

[Hylon, aq] f(2)] < a(2),

where
&3]

gz) = / Ch(ye e,

%

q s a convex function and the best dominant.

Theorem 2.2.2 [58] Let Im € N, I <m+1, o; € C, i =1,2,...,1, ; € C\
{0,-1,-2,...}, j = 1,2,....,m let f € A and H! [ay,}]f(2) Dziok-Srivastava
linear operator given by (2.2.1).

If we denote

H}[ar, 4] f(2) = q(2),
then

q'(z) < h(z)
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and it is verified the differential subordination
(2.2.3) {H! [ay,}]f(2)} < h(2), z€U, Reaj >0,

implies

az) l/zh(t)dt,

z z
then

2.3 The study of a class of univalent functions
defined by Ruscheweyh differential operator

By using a certain operator D", we introduce a class of holomorphic functions
M, (h), h convex function and obtain some subordination results. We also show that,
for h(z) = a, 0 < a <1 and z € U, the set M, («) is convex and obtain some new

differential subordinations related to certain integral operators.

Lemma 2.3.1 [1, Lema 1.4] Let q be convex function in U with ¢(0) = 1 and let
Rec > 0. Lel

n
h(z) = a(2) + 24 (2).
If p(2) = 1+ pp2™ + pp, 2" + .. is analytic in U and
1
p(z) + Ezp'(z) < h(z),
then
p(z) < q(2)

and q 1s the best dominant.

Definition 2.3.1 (St. Ruscheweyh [48]) For f € A, n € N, the operator D" is
defined by D" : A — A

Df(z) = f(2)
(n+1)D"f(2) = 2[D"f(2)] + nD"f(2), z € U,
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this is Ruscheweyh differential operator.

Remark 2.3.1 29] If f € A, f(2) =2+ Zajzj, Then

7j=2
Df(z) =2+ ZCﬁH_lajzj, zeU.
=2

Definition 2.3.2 For h € K and n € N, we let M,,(h) denote the class of functions
f € A which satisfy the subordination:

D" f(2)] < h(z), z€U.

:1+(2a—1)

If h(z) = ha(2) Z, Then we denote M, («) the class M, (h,).
1+2

Theorem 2.3.1 [59] The set M,(«) is convez, 0 < a < 1.

Theorem 2.3.2 [59] Let q be a convex function in U, with ¢(0) =1 and let

1
c+ 2

2¢'(z), z€U

where ¢ 1s a complexr number, with Rec > —2.

If f € My(h) and F = 1.(f), where

(2.3.1) F(2) = L{f)(2) = sz /0 ©F(H)dt, Rec> —2,
then

(2.3.2) D)) < h(z), zel,

implies

[D"F(2)] < q(z), z€U,

and this result is sharp.

Theorem 2.3.3 [59] Let ¢ a complex number with Rec > —2 and let

1+ |c+ 27 — | + 4c+ 3]
w = .
4Re (¢ + 2)

(2.3.3)
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Let h be an analytic function in U, with h(0) =1 and suppose that

zh"(2)

Re )

+ 1> —w.
If f € Mp(h) and F = I.(f), where the function F is defined by (2.3.1), then
(2.3.4) [D"f(2)] < h(z), zeU,

implies

[D"F(2)] < q(z), z€eU,

where q is the solution of the differential equation

given by

I A
o) = /0 ©H BBt 2 e U.

Moreover q is the best dominant.
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Chapter 3

Strong subordinations

3.1 Some strong differential subordinations ob-
tained by Salagean differential operator

By using the Salagean differential operator we introduce a class of holomorphic
functions denoted by S™(«) and obtain some strong differential subordinations re-

sults .

Lemma 3.1.1 [18, page 71] Let h(z,() be a convez function with h(0,() = a for
every ¢ € U and let v € C* be a complex number with Rey > 0. If p € H*[a,n, (] si

(3.1.1) p(2,C) + %zp%z,c) << h(z0)
then p(z,C) << ¢(z,{) << h(z,() where

A (1)
(3.1.2) 9(2,¢) = nzy/n/(; h(t, )t/ ™= dt.

Function g(z,() is conver and is the best dominant.
Lemma 3.1.2 [17] Letq(z,£) be a convex function in in U, for all ¢ € U and let
(3.1.3) Wz, €) = 42, €) + nog (=€),
where a« > 0 and n is a positive integer. If

p(zaé—) = Q(Oaf) +pn(§)zn + ...
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is holomorphic in U, for all € € U and

(3.1.4) p(2,8) + azp'(z,€) << h(z,§)
then
(3.1.5) p(z,€) <= q(2,€)

and this result is sharp.

Definition 3.1.1 [49] For f € A}, n € N*U {0}, the operator S™f is defined by:

S" AL A
S°f(2,6) = f(2,€)

S"f(2,€) = 2[S"f(2,€)]', €U, € €.

Definition 3.1.2 [60] If &« < 1 i m,n € N, let S () denote the class of functions

[ € A which satisfy the inequality

(3.1.6) Re[S™f(z,&)]' > a.
Theorem 3.1.1 [60] If « < 1 and m,n € N, then
(3.1.7) Smtl(a) C S™(6)
where

5= 6layn,m) = (20 — 1) +1— (20 — 1)=8 (1>

n

1+t

(3.1.8) B(x) = /0 "

Theorem 3.1.2 [60] Let ¢(z,€) be a convex function with ¢(0,&) =1 and let h(z,§)

be a function such that

(3.1.9) h(z, &) = q(2,€) + 2¢'(z,£).
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If | € Ay and verifies the strong differential subordination

(3.1.10) [S™Tf(2,8)) << h(2,€)
then
(3.1.11) [S™ f(2, )] << q(2, ).

Theorem 3.1.3 [60] Let h € H*[a,n, &], with h(0,£) = 1, h'(0,€) # 0 which verifies
the inequality

m > 0.

zh"(z,€) 1
]>_mm+n’ =

(3.1.12) Re |:1 + W

If | € Ay and verifies the strong differential subordination
(3.1.13) [S™HF(2,8)] << h(z,€), 2€U

then
[S™f(2,8)] << q(2,€),

where

1 z
456 = 5 / F U, )t

nznr Jo

The function g is conver and is the best dominant.
Theorem 3.1.4 [60] Let q(z,£) be a conver function with ¢(0,€) =1 and

(3.1.14) h(z,€) = q(z,€) + 2¢'(2,€).

If | € A} and verifies the strong differential subordination

(3.1.15) [S™f(2,8))] << h(2,8), z€U £€U
then
(3.1.16) Eﬁ%ééz<<q@£)
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Chapter 4

Strong superordination

4.1 Best subordinants of the strong differential
superordination

The aim of this paper is to obtain the best subordinants of the strong differential

superordinations.

Lemma 4.1.1 [31, Teorema 2| Let ¢ € Hla,n], let h be analytic in U and ¢ €
G|y ql. If p € Q(a) and ¢(p(z2), 2p'(2), 2°p"(2); 2,€) is univalent in U for all £ €
U then

h(z) == @(p(2), 2p'(2), 2°p"(2): 2,€), 2 €U, (€U
implies

q(z) < p(z), z€eU.

Theorem 4.1.1 [32] Let h si ¢ univalent in U, with ¢(0) = a , ¢,(2) = q(pz) and
hy(2) = h(pz). Let ¢ : C* x U x U — C satisfy one of the following conditions:

(i) ¢ € dulhg,), for some p € (0,1), or

(11) there exists py € (0,1) such that ¢ € ¢ulh,,q,], for all p € (po, 1).

If p € Hla,n], o(p(2), 20/ (2), 22p"(2); 2, &) is univalent in U for all £ € U and

(4.1.1) h(z) << o(p(2), 20/ (2), 229" (2); 2,€), 2€U, £€U,
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then
q(2) <p(2), z2€U.

Theorem 4.1.2 [32] Let h univalent function in U and ¢ : C* x U x U — C.

Suppose that the differential equation

(4.1.2) 0(q(2),2q'(2), 2°¢" (2); 2) = h(2)

has a solution q with ¢(0) = a and one of the following conditions is satisfied:

(i) ¢ € Q and ¢ € ¢[h,q], or
(1) q is univalent in U and ¢ € @lh,q,| for some p € (0,1), or
(111) q is univalent function in U and there exist py € (0,1) such that ¢ € ¢lh,,q,]

for all p € (po,1).
If p € Hla, 1] and o(p(2), 2p'(2), 22" (2); 2,€) is univalent in U, for all € € U

and if p satisfies
(4.1.3) h(z) <= o(p(2), 2p' (2), 22" (2); 2,€), z2€U, £€U,

then
q(z) = p(2), z€U,

and q 1s the best subordinant.

Theorem 4.1.3 [32] Let h be univalent function in in U and ¢ : C3 x U x U — C.

Suppose that the differential equation
(4.1.4) 0(q(2),n2¢ (2),n(n — 1)2¢(2) + n?2*"¢"(2)) = h(2)

has a solution q, with ¢(0) = a and one of the following conditions is satisfied:
(1) q € Q and ¢ € u[h, q],
(11) q is univalent function in U and ¢ € ¢ulh,q,), for some p € (0,1),0r

(iii) q is univalent function in U and there exists py € (0,1) such that ¢ €
¢n[hp7qp] fOT all 1% € (po7 1)

30



Ifp € Hla,n], o(p(2), 2p'(2), 22" (2); 2, €) is univalent function in U for all€ € U
and p satisfies

(4.1.5) h(z) <= o(p(2), 20/ (2), 229" (2); 2,€), 2€U, £€U,

then
q(2) < p(2)

and q 1s the best subordinant.

4.2 On a new best subordinant of the strong dif-
ferential superordination

In this section we present the best subordinant of a certain differential superor-

dination.
Lemma 4.2.1 [34] Let (q,-,€) € Q with ¢(0,&) = a and

p(2,8) = a+ a,(£)2" + api ()" + ...

be analytic function in U x U with p(z,£) # a andn > 1. If p(-, €) is not subordinated
to q(+, &), then there exist points 2o = 1o’ € U and (o € OU\ E(q) and m >n > 1
for which p(U,, x U,,) C q(U x U).

(i) p(#0,€) = q(20, &)

(ii) zop' (20, §) = mGoq'(Co, §) and

(iii) Re —ZO{’"(ZO’@ b1 m |Re G0 8) ]

p (207 6) qI(C();f)
Theorem 4.2.1 [33] Let e € C, let ¢(-,&) € H*[a,n,&] and let ¢ € ¢,]Q, q(+, €)].

If p(-,6) € Q(a) and p(p(z,£),2p'(2,8),2*0"(2,€); 2,€) is univalent in U for all
£cU, then

(4.2.1) Qe C {o(p(2,8),20'(2.),2°p"(2,€); 2. 6) },

implies

q(2,6) << p(z,€), zeU Eel.
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We next consider the special situation when h(z,£) is analytic on U x U and

h(U x U) = Q¢ # C. then the Theorem 4.2.1 becomes

Theorem 4.2.2 [33] Let q(2,¢&) € Hla, n, &), let h(z,€) analytic in UxU and let o €

Onlli(z,€), a2, §)]. If p(2,€) € Qla) sip(p(z,§), 2 (2,€), 2°p" (2, €); 2, €) is univalent
in U for all £ € U, then

h(z,€) << ¢(p(2,€),2p'(2,€), 2°p"(2,€); 2, €)

implies

q(z,6) << p(z,€), zeU Eel.

Theorem 4.2.3 [33] Let h(z,£) and q(z,€) be univalent functions in U for all £ €
U, with q(0,&) = a, q,(2,€) = q(pz,€) and h,(z,&) = h(pz,€). Let ¢ : C*x U xU —
C satisfy one of conditions

(1) ¢ € dnlh(2,£),q,(2,€)], for some p € (0,1), or
(ii) there exists po € (0,1) such that ¢ € ¢uh,(2,€),q,(2,€)] for all p € (po, 1).

Ifp(2,€) € H*[a,n, €], o(p(2,8), 20 (2,€), 2°p" (2, €); 2, €) is univalent function in
U for all € € U and

(4.2.2) h(z, &) << @(p(2,€), 20 (2,€), 2°p"(2,€); 2,6), z€U, £e€U,

then
q(2,6) << p(2,€), z€U £€U.

Theorem 4.2.4 [33] Let h(z,€) univalent function in U for all € € U and let ¢ :
C?® x U x U — C. Suppose that the differential equation

(4.2.3) 0(q(2,€),2¢'(2,€), 2°¢"(2,€); 2,€) = Wz,€), z€U, £E€U

has a solution q(z, &), with ¢(0,£) = a and one of the following conditions is satisfied:

(i) 4(2,€) € Q and v € ¢[h(z,£),q(z,¢)]
(ii) q(2,€) is univalent in U for all £ € U and ¢ € ¢[h(2,£),q,(2,£)], for some
p€(0,1) or
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(iii) q(z, &) is univalent function in U for all € € U and there exists py € (0,1)
such that

v € ¢lh,(2,8)q,(2, €] pentru toti p € (po, 1).
If p(2,€) € H*[a,1,€] and o(p(z,€), 2p'(2,€), 220" (2,€); 2,€) is univalent in U

for all ¢ €U and

(4.2.4) h(z,€) == o(p(2,€),20'(2,€),2°D"(2,€):2,€), 2 €U, €T,

then
q(z,€) << p(z,€), ze€U £€€U

and q(z,&) is the best subordinant.

Theorem 4.2.5 [33] Let function h(z, &) univalent in U and let ¢ : C2xUxU — C.

Suppose that the differential equation

(4.2.5) (q(2,8),n2q'(2,€),n(n — 1)2¢'(2,€) + n*2”"¢"(2,€)) = h(z,€)

has a solution q(z, &), with ¢(0,£) = a and one of the following conditions is satisfied:

(i) (=€) € Q and ¢ € bulh(=,£),a(=,€)

(it) q(2,&) is univalent in U for all £ € U and ¢ € ¢,[h(2,€),q,(2,8)] for some
p€(0,1), or

(iii) q(z,€) univalent function in U for all € € U and there ewists py € (0,1)
such that ¢ € gnlh,(2,€),4,(2,8)] for all p € (po,1).

If p(2,€) € H*[a,n, &), o(p(z,8), 20 (2,€),2°p"(2,€); 2,€) is univalent in U for
all £ € U sip(z,&) satisfies

(4.2.6) h(z, &) << @(p(2,8), 2p'(2,€), 20" (2,€);2,€), zeU, €U

then
q(2,6) <= p(2,€), =2¢€U ¢€cU

and q(z,&) is the best subordinant.
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4.3 First-order strong differential superordina-
tions

In this paper we study the special case of first order strong differential superor-

dinations.

Lemma 4.3.1 [20, T. 2.6.h, p. 67],[43], [5] If L, : Af — A{ is the integral operator
defined by

L8 = Plag) = T2 [ o0

z

and Rey > 0, then
(1) L,[S*] C S*
(1) L,[K*] C K*.

Definition 4.3.1 [45, p. 157], [20, p. 4] The function L : U x U x [0,00) — C is a
strong subordination (or a Léewner) chain if L(z,&;t) is analytic and univalent in
UforéeU,t>0, L(z,&;t) is continuously differentiable function of ¢ on [0, 0o) for
all z € U, £ €U and L(z,&;s) << L(2,£,t) where 0 < s < t.

The following lemma provides a sufficient condition for L(z,&;t) be a strong

subordination chain.
Lemma 4.3.2 [45, p. 159], [20, p. 4] The function
L('Za 67 t) - a1(£7 t)Z + 0,2(5, t)2’2 T+

with a;(£,t) # 0 for E € U, t > 0 and tlim lai(&,t)] = oo is a strong subordination
—00

chain if
OL(z,&t)/0z

Res 3L, &) ot

>0, zeU €U, t>0.

Lemma 4.3.3 [35, Th. 2] Let h(-,€) be analytic in U x U, q(-,€) € H*[a,n,&] ,
¢0:C?*x U x U — C and suppose that

(4.3.1) 0(q(z,€),t2q (2,€); (. €) € MU x U),
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_ 1
for . € U, ¢ € U, £ €¢ U and 0 < t < — < 1. If p(-,&) € Qa) and

3

0(p(2,8), 2p(2,€); 2,€) is univalent in U, for all ¢ € U then

h(z,€) <= ¢(p(2,€), 21 (2,€); 2,¢)

implies
q(z,6) << p(2,€), z€U, £€U.

Furthermore, if p(p(z,£), 20/ (2,€); 2,€) = h(z,€), £ € U has a univalent solution
q(-,€) € Q(a), then q(-, &) is the best subordinant.

Theorem 4.3.1 [36] Let hy(2,€) convex function in U, for all € € U with hi(0,§) =
/
a, v # 0 with Rey >0 and p € H*[a,1,&] N Q. If p(z,&) + (28 s univalent in
_ Y
U, for all £ € U,

(43.2) i (2,6) << plz,€) + Zp'(j’g)
and
(133 09 =2 [ meor
then

(2,8 << p(z,8), zeU £cU.

Function q1(z,&) is conver and is the best subordinant.

Theorem 4.3.2 [36] Let q(z,&) convex function in U, for all ¢ € U and let h(z,§)
be defined by

(4.3.4) a(z, ) + Z‘-"(j’f) = h(z,€), 2€U €U

with Rey > 0. If p(z,&) € H*[a,1,£] N Q, p(z,&) + ' (2,8) is univalent in U, for
_ Y
all € € U and and satisfy

(4.3.5) h(z,&) << p(z,€) + zp’(j,f), 2eU €U
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then
9(2,8) << p(2,€), zeU, e,

where

q(z,6) = Z% /Oz h(t, O tdt, z€U, £e€U.

Function q s the best subordinant.

Theorem 4.3.3 [36] Let h(z,&) be starlike function in U, for all & € U, with
h(0,€) = 0. If p(2,€) € H*[0,1;€]NQ and zp'(z,€) is univalent in U, for all € € U,
then

(4.3.6) h(z,§) <= 2p(2,€)

implies
0(z,6) == p(2,€), z€U e,

where

(4.3.7) o2 6) = /0 ).

Function q is conver and is the best subordinant.
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Chapter 5

Order of convolution consistence

5.1 Analytic functions with negative coefficients

In this section we list some results already known about the univalent functions

with negative coefficients. We denote
N:{fEA: f(z):z—Zajzj, a; >0, jZQ}.
=2

Remark 5.1.1 [54] (i)Denoting by 7" subset of S be the class of functions of the

form

where T'= SN N.
(ii))We denote T* = T N S* and T} the families consisting of functions in T

(respectively starlike functions) and satisfy

(zf'/f)—1] <1, z€eU.

o0

Theorem 5.1.1 [54] For f(z) =z — Zanz", a, > 0, the following are equivalent:

n=2
(i) Znan <1
(iz’)n?e T;
(1i1) f e T*;
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(iv) | €Ty;
(v) f'#0, z € U;
(vi) Re f' >0, z€ U.

We defined the classes T,,(«), o < 1, n € N, by

S™f(2)
S f(z)

About functions from these classes we have next theorem.

Tn(a):{fGN:Re >a,z€U}.

Theorem 5.1.2 [52], [13] Let [ a function from N,

o
2)=z— Z a;z’.
j=2
A function f € T, (), n € N, a < 1 if and only if
0 .
I
l—a
7j=2
In the particular case, To(0) = T* is the class of starlike functions with negative

coefficients, and T1(0) is the class of convez functions with negative coefficients.

We study h(z) = f(2)xg(z), where f(z) si g(z) is members from the class T}, («),

neN, a<l.
Theorem 5.1.3 [53] If f(z2) = z — Zanz", a, >0, g(z) = 2z — anz", b, >0
n=2 n=2

are elements of T, (), then

hz) = f(z) xg(z) =z — Zanbnz"

2 _ 2
s an element of T, <3—§> The result is the best possible.
— 2«
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5.2 The order of convolution consistence of the
analytic functions with negative coefficients

. In this section we present some known results in determining the order of
consistency of the univalent functions from A class presented in the [3]. Further we
mention original results, which shows the determination of the order of consistency
of convolution of the analytical functions with negative coefficients for different

subclasses, of the work [51].

Definition 5.2.1 [49] If o € [0,1) and let n € N; we define the class S,(«) of
n-starlike functions of order o by

(5.2.1) Sn(a):{fEA:Re%{S)>a,ZEU}.

Denote by S, the class S,(0). We note that S = ST is the class of starlike

functions and S; = CV is the class of convex functions.

Definition 5.2.2 [3] If f, g € A, the integral convolution is defined by

(Foo) =2+ Uy
=2 7

Definition 5.2.3 [3] Let Saldgean integral operator (see [3], [2], [49]) I* : A — A,
s € R such that

(5.2.2) f(z)=T° (z—i—Zaij) :z+2ﬁzj.
, — J°
7=2 7j=2

Definition 5.2.4 [3] Let X, } and Z be subsets of A. We say that the three
(X,), Z) is S-closed under the convolution if there exists a number S = S(X, Y, Z)
such that

(5.2.3) S(X,Y,Z)=min{s € R: I’(f xg) € Z, pentru orice f € X si g € V}
=min{s e R: I*(X*xY)C Z},

where ¢ is Salagean integral operator . The number S(X, Y, Z) called the order

of convolution consistence of the three (X,), Z).
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U. Bednarz and J. Sokol in [3] obtained the order of convolution consistence
concerning certain classes of univalent functions (starlike, convex, uniform-starlike

or uniform-convex functions). For example they proved

Theorem 5.2.1 [3] We have the following order of convolution consistence:
(i) S(S*,S*,5*) =1;
(1) S(K,K,S*) = —1;
(iii) S(K,S*,S*) =0;
(iv) S(S*,5*, K) = 2;
(v) S(K,K,K) =0;
(vi) S(K,S*, K) = 1.

The modified Hadamard product or ®-convolution of two functions f and g¢

from N by

(5.2.4) flz)=2— Zajzj and g(z) =z — ijzj, aj, b; >0,
=2 =2

is the function (f ® g) defined as (see [53])
(f®g)(2)=2— Zajbjzj.
7=2

As in Definition 5.2.4 we define the order of ®-convolution consistence of

the three (X, Y, Z), where X', Y si Z is subsets of N, denoted Sg by
(5.2.5) Se(X, Y, Z)=min{seR: IT’(f®g) € Z, Vf € X, Vg€ V}.

In this section we obtain similar results as in Theorem 5.2.1 but concerning the
class 7,, and for ®-convolution.

We need the next characterization of the class 7,

Theorem 5.2.2 Let n € N gi fie f € N o function of the form (5.2.4); then f
belongs to T, daca if and only if



The result is sharp and the extremal functions are

(5.2.6) fi(z) =2 — jn1+1 2 5€12,3,..}.

Theorem 5.2.3 If f € T,4p $i g € Tpyy, then I°(f ® g) € T,,4r, where p, q, T,

n € N and
(5.2.7) s=r—p—q—mn-—1.
The result is sharp.

Theorem 5.2.4 Let p, q, v, n € N and let s be given by (5.2.7); then the order

of ®-convolution consistence is
(5.2.8) Se(Totps Tnvqy Tnar) =s=1r—p—q—n—1.

Corolary 5.2.1 We have the following ®-convolution consistence
(@)  Se(To, To, To) = —1,
(0)  Se(To. To, T) =0,
(c) Se(Th, To, To) = -2,
(d)  Se(Ti, Ti, To) = =3,
(e) Se(Ti, To, Tt) = —1,
(/) Se(Ti, T, Th) = —2.

We note that 7o = ST (N and 73 = CV(\N and it is easy to compare the
results of first Theorem to those of Corollary 5.2.1.
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