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Introduction

This PhD thesis is the result of my researches in Software Engineering, particular in the
domain of Software Systems Refactoring, started in 2002.

Software systems continually change as they evolve to reflect new requirements, but their
internal structure tends to decay. Refactoring is a commonly accepted technique to improve
the structure of object-oriented software [Fow99, MT04]. Its aim is to reverse the decaying
process in software quality by applying a series of small and behaviour-preserving transforma-
tions, each improving a certain aspect of the system [Fow99]. While some useful refactorings
can be easily identified, it is difficult to determine those refactorings that really improve the
internal structure of the program. It is a fact that many useful refactorings, whilst improving
one aspect of the software, make undesirable another one. Refactoring fits naturally in dif-
ferent development processes (spiral model process [Boe88], eXtreme Programming [Bec99]).

The goal of this thesis is to investigate the appropriate refactoring techniques application
within different contexts. Research within conceptual modeling reveals the possibility to inte-
grate the refactoring process in the analysis development phase. A biological evolution-based
model is proposed in order to cope with different types of conceptual modeling variability.

A formalism that indicates the refactoring impact is introduced and specific refactorings
are described following the proposed notations. Refactoring impact assessment on internal
program quality may be used as an indicator of the transformation necessity. A formal
description of software metrics and the corresponding changes due to the refactoring applica-
tion are investigated. A multi-step analysis strategy is proposed to address the glide within
a software metric value range after specific refactoring applications.

Different multi-objective refactoring selection problems are formally introduced. There-
fore, the refactoring set selection, refactoring sequence selection, and refactoring plan building
problems are defined as multi-objective optimization problems with two conflicting objectives.

This thesis focuses on the activity of the appropriate refactoring selection and the refac-
toring impact assessment on the internal program quality. It contains over 150 bibliographical
references and is divided in seven chapters as follows.

First chapter provides an introduction to the field of Software Engineering and anchors
the refactoring process within different software development methodologies together with
the motivation and the activities for the investigated process. General issues related to the
software maintenance and evolution are stated. Previous formal approaches on refactoring are
reminded too. Conceptual modeling and the existing variability types are shortly reminded.
Specific refactorings investigated within this research are informally described. The used
evolutionary-based approach for the refactoring selection is described in detail. The source
code for the case studies and their difficulties are shortly presented.

Chapter 2, Refactoring in Conceptual Modeling Variability, describes the three
possible types of conceptual variability, as: construct, vertical abstraction, and horizontal
abstraction. Identified shifting strategies, like refactoring, forward conceptual abstraction,
and conceptual specialization are presented. A biological evolution-based model is proposed
to describe the changes within the studied models, as ontogenic and phylogenic processes.

Chapter 3, Formal Representation of Refactoring Impact, formalizes the refac-
toring impact on the internal program structure representation as affected node and edge
numbers within the studied AST. Several relevant refactorings, as: MoveMethod, MoveField,
ExtractClass, and InlineClass are rigorously approached and formally described based on the
new impact-based refactoring proposed notation. The advanced formalism is used to study
the refactoring impact for the described refactorings on a source code case study.
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Chapter 4, Formalizing Software Metrics. A Refactoring Impact-Based Ap-
proach, highlights the possibility to link within a two way connection the refactoring pro-
cess and the internal quality assessment process, through software metrics, within a formal
context. A consistent set of software metrics defined in the literature in the context of object-
oriented approach is formally described. A technique for the analysis of the refactoring impact
on the internal program quality, assessed by software metrics is proposed. In order to achieve
this, a set of goals chased by the developer within the refactoring impact assessment process,
a list of refactoring impact categories, and a list of assessment rules applied to obtain the
final refactoring impact on the internal program quality metrics were investigated.

Chapter 5, The Refactoring Selection Problem. A Formal Multi-Objective Op-
timization Approach, addresses the formal definition of the General Optimal Refactor-
ing Selection Problem with several specialized multi-objective refactoring selection problems.
Two compound and conflicting objective functions are defined, as the refactoring cost and
the refactoring impact on software entities. Therefore, the Multi-Objective Refactoring Set
Selection Problem (MORSSP) together with its special case, the Multi-Objective Refactoring
Single Selection Problem (MORSgSP) are introduced. These are followed by the Multi-
Objective Refactoring Sequence Selection Problem (MORSqSP). Finally, the Multi-Objective
Refactoring Plan Building Problem (MORPBP) is defined.

Chapter 6, The Refactoring Selection Problem - An Evolutionary Approach,
investigates the Multi-Objective Refactoring Set Selection Problem following an evolutionary-
based solution approach. For the proposed steady-state genetic algorithm, two solution repre-
sentations are studied: the refactoring-based and the entity-based solution representations. As
a special case of MORSSP, the Multi-Objective Refactoring Single Selection Problem (MORS-
gSP) is addressed with the corresponding entity-based solution representation on a genetic
algorithm. The obtained results are analyzed based on a proposed refactoring strategy.

Chapter 7, Conclusions and Future Research, draws the main conclusions about
our approaches. Several potential improvements of our work, together with specific aspects
concerning tool validation are also addressed.

The original contributions introduced by this thesis are contained in Chapters 2, 3, 4, 5,
and 6. The main contributions target three of the six activity steps identified for a complete
refactoring process, as: choosing the appropriate refactorings to be applied, refactoring effect
assessment on quality characteristics of the software, and maintaining the consistency between
the refactored program code and other software artifacts. They are as follows:

• on the consistency maintenance variability:

– A new set of refactorings recommended for each type of conceptual modeling
variability [CC05b] (Subsection 2.1);

– A new description approach for the conceptual modeling variability types with
specialized actions to switch between variants [CC07] (Subsections 2.1.1, 2.1.2,
and 2.1.3);

– A new biological evolution-based model to cope with different types of variability
within conceptual modeling [CC10c] (Subsection 2.2);

• on the refactoring impact formalization and assessment:

– A new formalism to describe node and edge types within the internal structure
representation as AST [CC10b] (Subsection 3.1);

– A new formalism for the refactoring impact description, based on the internal
structure representation as AST [CC05a] (Subsection 3.1);
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– A new impact based formal description of various refactorings, as: MoveMethod,
MoveField, ExtractClass, and InlineClass [CC05a] (Subsection 3.2);

– The application of the proposed impact-based formal definitions of the discussed
refactorings to the DAMP (see Subsection 1.11.3) [CC05a] (Subsection 3.2);

– A new formal description of the software metrics, based on the internal structure
representation as AST [CC10b], for a substantial set of software metrics defined in
the literature in the context of object-oriented approach, grouped in four categories
(coupling, cohesion, complexity, and abstraction) (Subsection 4.3);

– A new formal description of the refactoring impact on software metrics [CC10b], for
a set of software metrics grouped in four categories (coupling, cohesion, complexity,
and abstraction) (Subsection 4.3);

– A new proposed technique for the analysis of the refactoring impact on the internal
program quality through software metrics [CCcC06, CC10e] (Subsection 4.4);

– A new set of goals chased by the developer and a list of refactoring impact cate-
gories within the internal quality assessment process [CC10e] (Subsection 4.4.1);

– A new set of assessment rules applied to obtain the final refactoring impact on the
internal program through quality metrics [CC10e] (Subsection 4.4.1);

– The analysis approach validation achieved by two experiments runs [CC10e] (Sub-
section 4.4.2);

• on the refactoring selection:

– New formal descriptions of different refactoring selection problems as multi-objective
optimization problems:

∗ The General Multi-Objective Refactoring Selection Problem (GMORSP) [CC11]
(Subsection 5.3);

∗ The Multi-Objective Refactoring Set Selection Problem (MORSSP) [CC09c]
(Subsection 5.4.1);

∗ The Multi-Objective Single Refactoring Selection Problem (MORSgSP) [CCV09a,
CCV09b] (Subsection 5.4.2);

∗ The Multi-Objective Refactoring Sequence Selection Problem (MORSqSP)
[CC10f] (Subsection 5.4.3);

∗ The Multi-Objective Refactoring Plan Building Problem (MORPBP) [CC10f]
(Subsection 5.4.4);

– New strategic aspects faced by the project management leadership that rise up
within the refactoring plan building process [CC10f] (Subsection 5.4.4);

• on the evolutionary-based approaches for MORSSP and MORSgSP:

– A new evolutionary-based solution approach for the MORSSP, two different solu-
tion representations being used, as: refactoring-based [CC09c, CC09a] and entity-
based [CC09b, CC09e, CC09d] solution representations for the proposed genetic
algorithm (Subsections 6.2.1 and 6.2.2);

– A new evolutionary-based solution approach for the MORSgSP, with an entity-
based [CC10d] solution representation for the proposed genetic algorithm (Sub-
section 6.7);

– A new strategy to assess the suggested solution improvements, based on the case
study identified difficulties [CC10a, CC11] (Subsection 6.3.1).
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1 Setting the context

The chapter explores the background of this research, with the aim of placing its contributions
in the context. An introduction to the field of Software Engineering by focusing on the
refactoring process is provided.

1.1 Software Maintenance and Evolution

A software system evolves from its entire life cycle. Software maintenance is one of the key
issues in the overall software construction and management. Each software enhancement, bug
correction or adapting the software to new requirements makes the software more complex,
changes its original design and decreases the software quality. It became a part of the IEEE
1219 Standard for Software Maintenance [IEE99].
Definition 1.1.1([IEE99]) Software maintenance is the modification of a software product
after delivery to correct faults, to improve performance or other attributes, or to adapt the
product to a changed environment.

Swanson [Swa76] and Sommerville [Som96] describe three kinds of software maintenance
and based on their work the ISO/IEC Standard 14764 [ISO99], maintenance is subdivided
into four categories: corrective, adaptive, perfective, and preventive.

Preventive maintenance that does not alter the system functionality, is also referred to
as anti–regressive work. The term was introduced by Lehman [LR00] to describe the work
done in order to decrease the complexity of a program without altering the functionality of
the system as it is perceived by the users. Anti-regressive work covers activities such as code
rewriting, refactoring, reengineering, restructuring, redocumenting.

Nowadays more than 80% of total software life-cycle costs is devoted to its maintenance
[Pig97] and it is known that software maintenance encompasses activities and processes in-
volving existing software not only after its delivery but also during its development.

Within the well-known waterfall model [Roy70] software development process, the main-
tenance phase is the final phase of the life-cycle of a software system, after its deployment.
According to Roy, only bug fixes and minor adjustments to the software are supposed to take
place during this maintenance post-production phase.

Such a sequential decomposition as a single directed flow of activities prohibits the neces-
sary interaction and feedback required by software development. This is addressed by more
modern development models such as the spiral model [Boe88] and eXtreme Programming
[Bec99].

1.2 Refactoring

1.2.1 Definitions

The term refactoring is originated from a Deutch’s quote, who wrote ”interface design and
functional factoring constitute the key intellectual content of software and are far more diffi-
cult to create or recreate than code” [Deu89].

A software system may be factored repeatedly, calling it refactoring. Constantine [CY79]
has introduced the term of object factoring in the context of object-oriented.

The first definition of refactoring mentioned by the literature was in Opdyke’s PhD thesis
[Opd92], though it was used well before this. Almost in the same time Chikofsky has defined
the restructuring notion [CC90].
Definition 1.2.1([CC90]) Restructuring is the transformation from one representation
form to another at the same relative abstraction level, while preserving the subject systems
external behaviour (functionality and semantics).
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While restructuring creates new versions that implement or propose change to the subject
system, it does not normally involve modifications because of new requirements. However,
it may lead to better observations of the subject system that suggest changes that would
improve aspects of the system [CC90].
Definition 1.2.2([Opd92]) Refactorings are behaviour-preserving program restructurings
specific to supporting the design, evolution and reuse of object-oriented application frame-
works. Refactorings are transformations that do not change the behaviour of a program;
that is, if the program is called twice (before and after refactoring) with the same set of inputs,
the resulting set of output values will be the same.

Restructuring and refactoring meaning have evolved from very similar to different terms.
Restructuring was considered to be the term used for structured programming, while refactor-
ing the term used for the object-oriented programming. Though, the term restructuring has a
broader meaning, which does not demand the preservation of systems external behaviour, like
refactoring does. Later, Fowler [Fow04] states that refactoring is a ”very specific technique to
do the more general activity of restructuring (...) founded on using small behaviour-preserving
transformations (themselves called refactorings).”

In his PhD thesis, Roberts [Rob99] updates the refactoring definition. His definition
covers both behaviour-preserving and non-behaviour-preserving transformations.
Definition 1.2.3([Rob99]) A refactoring is an ordered triple R = (pre, T, P ) where pre is
an assertion that must be true on a program for R to be legal, T is the program transformation,
and P is a function from assertions to assertions that transforms legal assertions whenever
T transforms programs.

The most popular refactoring definition was provided by Fowler [Fow99].
Definition 1.2.4([Fow99]) Refactoring (noun): a change made to the internal structure of
software to make it easier to understand and cheaper to modify without changing its observable
behaviour. Refactor (verb): to restructure the software by applying a series of refactorings
without changing its observable behaviour.

1.2.2 Motivation and Activities

This subsection provides a motivation for the refactoring process as it was advocated by
various researchers [Opd92, Fow99, Bec99, MT04]. The way the refactoring process may be
integrated to different software processes is presented too (spiral model [Boe88], eXtreme
Programming [Bec99]). Refactoring activities suggested by different research groups are ap-
proached by this subsection [MT04, KIAF02]. Several class-based object-oriented refactoring
classifications based on various criteria are provided [Opd92, Rob99, Fow99, Ker04].

1.3 Studied Refactorings

This section shortly describes those refactorings that were used within our research. Refactor-
ings from different categories have been selected in order to highlight aspects of the abstract
syntax tree processing and refactoring selection.

1.4 Conceptual Modeling

Conceptual modeling is the first step in the requirements analysis phase and uses the infor-
mation gathered and identified in the previous phase of the development cycle [Boe88, CY79].
The variability [Ver04] in the context of conceptual modeling means the possibility to build
distinct and still correct conceptual models for the same set of requirements. Such conceptual
model is called variant. A non-exhaustive framework of three types of variability was used
in order to advocate the possibility to integrate refactoring in the conceptual modeling.
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1.5 Formalizing Refactoring Using Graph Transformations

This section reminds a graph representation of an object oriented program presented in
[MVEDJ05] required to formally describe the transformations applied through refactoring.
Following this formalism, Chapter 3 introduces formal notations that express the refactoring
impact on the program internal structure, while Chapter 4 advances a new assessing approach
for the refactoring effect on the internal quality reflected by changes on software metrics.

1.6 Software Quality Attributes

Following the IEEE Standard definition for the software (product) quality [IEE92] and the
software quality characteristics [ISO91] it may be stated that defining software quality for a
system is equivalent to define a list of software quality attributes for that system.

Our research focuses on the quality attributes of the software products. A brief overview
of the internal quality attributes is provided here as low coupling, high cohesion, manageable
complexity, and appropriate data abstraction [Mar02].

1.7 Software Metrics

This section presents the metrics defined in the literature in the context of object-oriented
approach, that were chosen for our research as coupling measures, class hierarchy coupling
measures, cohesion measures, and size and complexity measures [Mar02].

1.8 Class Hierarchy Code Duplication Types

Code duplication is one of the factors that severely complicates the maintenance and evolution
of large software systems [Joh93, Bak95]. Code clones are considered as one of the bad smells
of a software system [Fow99]. This section shortly reminds a code duplication classification
in class hierarchies [KN01] together with the recommended refactorings to remove them.

1.9 The Multi-Objective Refactoring Selection Problem

This section describes the main aspects of the Multi-Objective Refactoring Selection Problem.
The general context of the Search-Based Software Engineering (SBSE) together with the
refactoring selection subdomain and some related work results are advanced. Key concepts
defining and bounding both multi-objective optimization problems and the corresponding
optimization methods are presented here.

1.10 Artificial Intelligence-Based Solution Approach

There are many approaches within the SBSE domain related to the search-based refactoring
selection. This section presents knowledge from the artificial intelligence domain needed to
solve the Multi-Objective Refactoring Selection Problem defined by Chapter 5. Various as-
pects of the selected genetic algorithm and the used genetic operators are shortly approached.
The steady–state evolutionary model used within the research is explicitly presented. The data
normalization methods used are shortly reminded by this section.

1.11 Case Studies for the Discussed Problems

Three source code case studies problems are described in this section: Local Area Network
Simulation Problem (LANSP), Data Structure Class Hierarchy Problem (DSCHP), and an
extract from a Didactic Activity Management Problem (DAMP). They are used to emphasize
various aspects related to the applied refactoring within our research.
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2 Refactoring in Conceptual Modeling Variability

Refactoring application in the context of conceptual modeling variability was investigated in
this chapter. Various types of changes that may consist of specific refactoring techniques are
suggested. A formal biological evolution-based model to describe the comprising processes is
introduced.

2.1 Conceptual Modeling Variability Types

The variability [Ver04] in the context of conceptual modeling means the possibility to build
distinct and still correct conceptual models for the same set of requirements. Such conceptual
model is called variant.

Within conceptual modeling variability, refactoring has proved to be a feasible technique
to switch between variants. The identified changes, i.e., refactorings (r), conceptual special-
ization (cs), and forward conceptual abstraction (fca), are recommended for specific examples
investigated for each variability situation.

2.1.1 Construct Variability

Definition 2.1.1([Ver04]) Construct variability represents the possibility of modeling con-
cepts in the UoD using different constructs in the same modeling language.

Suggested Refactorings
Within construct variability, the concepts within UoD have the same semantics in all

variants. They are represented by a class (entity), an attribute, a relationship. There are
several types of refactorings that may be applied, corresponding to different types of construct
variability studied:

• use class (entity) instead of a set of attributes (properties);
• use a method instead of an attribute;
• use derived classes instead of type codes.

The effort required to switch between the variants is reduced by the application of a
limited number of small refactorings. This type of variability is exploited in the shift from
object-oriented analysis to design. As a consequence, it is expected that construct variability
had been already used refactoring in current modeling activities. Other relevant results in
refactoring conceptual models show that is unlikely that hard obstacles for this transforma-
tions between construct variants will be found [DDN00, DB04, DBM03].

2.1.2 Vertical Abstraction Variability

Definition 2.1.2([Ver04])Vertical abstraction variability refers to the possibility of mod-
eling concepts in the UoD in a more or less generic (abstract) way.

Suggested Refactorings
There are two ways to navigate over the vertical abstraction variability. The first one

refers to the possibility to switch from a general conceptual model to a concrete model, while
the other one increases the abstraction level by removing concrete aspects, or by adding
various parameters. In [CC05a] refactoring categories needed to switch between models are
identified and described. Following the two types of transformation that occur in vertical
abstraction variability, appropriate solutions were provided when:

• transforming to a more generic variant ;
• transforming to a more specific variant.
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Forward conceptual abstraction is needed to identify and implement new concepts and
specialized behaviour that transform the concrete models to more generic ones. Refactoring
techniques have limited usage in this navigation way of the vertical abstraction variability.
The new variants have the advantage of a raised adaptability and flexibility.

This type of variability was observed in the process of simplifying the design of already
existing software systems, the so called over engineered systems [Par79, GP95, FS97, DDN00].
Changes to the system are made more easily if the conceptual model is more general and
consequently, more difficult if the conceptual model is too simple or too concrete.

2.1.3 Horizontal Abstraction Variability

Definition 2.1.3([Ver04]) Horizontal abstraction variability refers to the possibility of
modeling concepts in the UoD based on different properties.

Suggested Refactorings
The shift between a cmA variant and a cmB variant may be done using a cmC variant as

an intermediate variant. In order to achieve it a two phases process has to be implemented:

• Step 1: establish an equivalency relationship between the two dimensions, by trans-
forming the cmA variant to the cmC variant, consisting of the following aspects:

1. add new classes to specialize;
2. responsibility reassignment ;
3. add new class to generalize;

• Step 2: allow to keep the requested primary dimension only, by studying the following
elements:

1. responsibility reassignment ;
2. safely removal of the specialized classes.

In horizontal abstraction variability the concepts from the UoD are modeled using different
semantic definitions, while the differences between variants bear upon concepts modeled based
on different properties.

In the horizontal abstraction variability, the properties may be or not visible and isolated.
They are classified as primary dimension properties (that can be visible and isolated from
others) and secondary dimension properties (that are not visible and cannot be isolated from
others)[Ver04].

2.2 A Model for Conceptual Modeling Variability Evolution

Variability within conceptual modeling outlines an evolutionary process among different mod-
els of a specific variability type. This process is similar to the biological evolutionary process
presented by Maturana and Varela in [MV98].

For a software product, customers may require new functionalities to be implemented.
This results in changes that serve as perturbation in the software product evolution. In order
to achieve variability within conceptual modeling, changes provided by refactoring, forward
conceptual abstraction, conceptual specialization or other evolutionary changes have to be
applied. There are two types of evolution in biology: phylogeny and ontogeny [MV98]. The
former refers to the evolution as species while the latter refers to the evolution of individual
living beings.

For the already studied conceptual modeling variability with its three different types, i.e.,
construct, vertical abstraction, and horizontal abstraction, an evolution model was developed.
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2.2.1 Conceptual Modeling Variability as Biological Evolution

Evolution in Construct Variability
The ontogenic evolution for conceptual models that are perturbated by small changes does

not fundamentally affect the developed model. These changes correspond to switches between
attributes and entities or attributes and methods approaches. The multiple types definition
within construct variability expresses a phylogenic evolution process by the addition (forward
conceptual abstraction) or removal (conceptual specialization) of types to the conceptual
model.

Evolution in Vertical Abstraction Variability
Reducing the abstraction level for a conceptual model means to remove superfluous infor-

mation in order to shape a more concrete conceptual model. The simplifying process consists
of refactorings that remove the irrelevant information in the target model. Raising the ab-
straction level requires additional information gathered by forward conceptual abstraction.

Evolution in Horizontal Abstraction Variability
The phylogenic evolution within this type of variability appears at the first shifting step,

by the addition of a new visibility dimension to the model, which drives the complexity of
the development process to a higher level through forward conceptual abstraction. In order
to reduce the number of visible dimensions, refactoring may be applied to a model within a
conceptual specialization.

2.2.2 Formal Approach

This section formally introduces the basic aspects used to formalize the conceptual modeling
variability as an ontogenic and phylogenic evolution. Therefore, the conceptual model, refac-
toring, forward conceptual abstraction, and conceptual specialization are formally defined.

Following the notions previously introduced, the ontogenic and phylogenic processes are
formally described. The three types of conceptual modeling variability are formally defined
as biological evolution processes, following the ontogenic and phylogenic principles.

The existing relations among various conceptual models within the same or different
extension stages of the development process is formalized too. Consequently, the ontogenic
equivalence and phylogenic dominance are formally defined. The notions defined for our
conceptual modeling variability are summarized by the Table 1.

Type of Achieved Type of conceptual modeling variability
evolution by Construct Vertical abstraction Horizontal abstraction

ontogenic r E – A - -
A – M

phylogenic fca Type Codes Concrete to generic Add
primary dimension

cs Generic to concrete Remove
secondary dimension

Table 1: Conceptual modeling variability as ontogenic and phylogenic evolution processes

2.3 Conclusions and Future Work

Variability occurs in almost every modeling activity and its exploitation may help model-
ers to switch between taken decisions and to validate the model equivalence. Refactoring
techniques are dedicated to design and implementation phase, but the research shows that
their applicability may be extended to the conceptual modeling level. The original results
presented in this chapter have been reported in the papers [CC05b, CC07, CC10c].
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3 Formal Representation of Refactoring Impact

The refactoring impact on the internal program structure representation is expressed as the
affected node and edge number within the studied AST. New formalisms on refactoring
description are approached.

3.1 Formal Representation of the Refactoring Impact on the Internal Struc-

ture of the Source Code

This section formally introduces new notions on the internal structure representation, re-
flected by changes on the AST. Based on the notations introduced in [DBM03], additional
notations are needed to formalize the refactoring impact on the node and edge types within
the corresponding AST of the source code.

3.1.1 Node and Edge Type-Based Formalisms on AST

Definition 3.1.1([CC10b]) Let Σc = {M,A,P, L,E} be a set of possible node types to whom
a Class node type c may be connected through edges of different edge types and T (c) the
corresponding AST. Then, the node type total number for a node type X,X ∈ Σc, denoted
by #X(T (c)), is the total number of nodes sharing the node type X within T (c).
Definition 3.1.2([CC10b]) Let Γcls = {i, t, c, a, u} be the set of all possible edge types to
whom a Class node type cls may be connected through nodes of different node types, ǫ a
regular expression over the Γcls and T (cls) be the corresponding AST. Then, the edge type

total number for an edge type γ, γ ∈ Γcls, denoted by #ET (cls, γ), is the total number of
edges sharing the edge type γ, γ ∈ Γcls or the regular expressions ǫ over Γcls that contain the
γ literal, incident to T (cls).

3.1.2 Node and Edge Type-Based Formalisms for the Refactoring Impact

Definition 3.1.3([CC10b]) Let Σc = {M,A,P, L,E} be a set of possible node types to whom
a Class node type c may be connected through edges of different edge types, T (c) the corre-
sponding AST, r an applied refactoring to T (c), X(T (c), r+) the set of added nodes to the
T (c) after the r refactoring is applied, and X(T (c), r−) the set of removed nodes from the
T (c) after the r refactoring is applied. Then, for a node type X,X ∈ Σc are defined:

i. addition node type refactoring impact number, denoted by #X(T (c), r+), is an
integer value that expresses the number of X type nodes added to the T (c), after the r

refactoring is applied;
ii. removal node type refactoring impact number, denoted by #X(T (c), r−), is an

integer value that expresses the number of X type nodes removed from the T (c), after
the r refactoring is applied.

Definition 3.1.4([CC10b]) Let Γcls = {i, t, c, a, u} be the set of all possible edge types to
whom a Class node type cls may be connected through nodes of different node types, T (cls)
the corresponding AST, r an applied refactoring to T (cls), ET (cls, γ, r+) set of added γ

type edges to the T (cls) and ET (cls, γ, r−) the set of removed γ type edges from the T (cls),
γ ∈ T (cls). Then, for an edge type γ, γ ∈ Γcls, are defined:

i. addition edge type refactoring impact number, denoted by #ET (cls, γ, r+), is
an integer value that expresses the number of γ type edges added to the T (cls), after
the r refactoring is applied;

ii. removal edge type refactoring impact number, denoted by #ET (cls, γ, r−), is an
integer value that expresses the number of γ type edges removed from the T (cls), after
the r refactoring is applied.
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3.2 An Impact-Based Approach Refactoring Description

In order to formally describe refactorings, an impact-based approach was investigated. The
tackled refactorings used within this research are: MoveMethod, MoveField, ExtractClass
and InlineClass. The studied procedure follows the notations introduced in [DBM03] and
the refactoring impact expressed as affected node and edge number on the internal structure
representation as AST. Therefore, there are several aspects related to the refactoring impact
that cannot be computed or expressed in AST terms.

Source code Experiment. The source code used for this study is presented in Subsec-
tion 1.11.1. The MoveMethod, MoveField, ExtractClass, and InlineClass refactorings appli-
cations were studied for it. For each of them a formal definition of the impact on the AST
is given, based of the notations presented in Section 1.5. The identified formulas are applied
for each affected class before and after each refactoring application.

Subsection 3.2.1 approaches the MoveMethod refactoring. Based on the proposed for-
malism on the program internal structure representation, the refactoring impact on the AST
for the source class A and for the target class B was formalized as consequences and two
propositions were defined. In Subsection 3.2.2 the MoveField refactoring impact for a moved
attribute attr from a source class A to a target class B is formally described. The Extract-
Class and the InlineClass refactorings impact are formally defined by Subsections 3.2.3 and
3.2.4.

3.3 Conclusions and Future Work

In order to formally describe refactorings, an impact-based approach was investigated. The
studied procedure follows the notations previously introduced by [DBM03] on the internal
structure representation as AST.

This chapter formally introduces the refactoring impact on the internal structure reflected
by changes on the AST. Formal notations required to count the number of affected node and
edge types and to formally assess the refactoring impact on the node and edge types within
the AST were introduced, based on the papers [CC05a, CC10b].

Further research may be done within the following directions: a catalog with the formal
refactoring impact on the internal structure representation as AST for other relevant refac-
torings, from different categories and a deeper analysis for the compound refactorings where
some changes on the internal structure may be reversed by another subsequently refactorings.
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4 Formalizing Software Metrics. A Refactoring Impact-Based

Approach

Software metrics have become an essential instrument in some disciplines of software engi-
neering. They are used to assess the quality and complexity of software systems, as well as
to get a basic understanding and providing clues about sensitive parts of software systems.
There are many software metrics informally defined in the literature. We give here a formal
definition of the software metrics, even if we use a small number of them. Some of the defined
software metrics are used in this chapter. A formal description of software metrics and the
corresponding changes due to the refactoring application are introduced here. A multi-step
analysis strategy is advanced to address the glide within a software metric value range after
specific refactoring applications.

4.1 Object-Oriented Software Metrics in the Refactoring Process

Software metrics are typically used as internal quality factors [FP97]. Therefore, refactoring
impact assessment on internal program quality may be used as an indicator of the transfor-
mation necessity through refactoring usage. Figure 1 shows a two way connection between
the refactoring process and the quality assessment process, through software metrics, within
a formal context, e.g., the source code AST.

Source Code

Refactorings Metrics

internal structure

improvement

internal structure quality

assessment

impact assessment

internal quality improvementformal context (AST, …)

Figure 1: The connection between the refactoring process and the software assessment process
(metrics)

Mens and Tourwe [MT04] suggest that within the six steps refactoring activities list,
software metrics may be used after the refactoring process itself, as a means to assess the
quality attributes of the changed software. Following the approach proposed by Kataoka et
al. [KIAF02], the assessment of the refactoring effect should be carried out before the effective
application of refactoring(s). Therefore, software metrics prove their relevance twice in the
refactoring process.

The two way connection between refactorings and software metrics, the existing for-
malisms on internal structure representation, and the corresponding formal refactoring de-
scription suggest a bias towards formalizing software metrics.

4.2 Formalizing Object-Oriented Software Metrics

The formalism introduced to describe the node and edge type number of the internal program
structure represented as an AST (see Section 3.1) will be used to express the object-oriented
software metrics.

The software metrics defined in the literature in the context of object-oriented approach,
were grouped in four category: coupling, cohesion, complexity, and abstraction, presented in
[Mar02]. Based on the notation introduced in Section 3.1, the measures are formally defined.
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Following the informally description for the coupling type measures in [Mar02] and the
notation from [CC10b], Subsection 4.2.1 formalizes the access coupling, method coupling,
service coupling, class hierarchy coupling, and system level coupling software metrics.

The research within object-oriented cohesion started with the lack of cohesion study
covering later other aspects like tight and loose, directly and indirectly method connectness.
Subsection 4.2.2 formally describes the cohesion measures presented in [Mar02].

The system and class level metrics used to assess the structural complexity and to find
classes that are exceedingly large or complex are formally investigated in Subsection 4.2.3.

4.3 Refactoring Impact on Object-Oriented Software Metrics Formal De-

scription

In [DBM03] it is suggested that object-oriented program quality metrics may be specified in
terms of the extended AST of the program structure. Following the notations presented in
[CC05a], the formal refactoring impact on the program structure (see Section 3.1) is translated
into the refactoring impact on the object-oriented program quality metrics. The authors of
[ML02] introduce a graph-based formalism on object-oriented software metrics, also used in
[CC05a].

The refactoring formal description and the formal definition of a representative set of
object-oriented program quality metrics (discussed in [Mar02]) provides feedback on the im-
pact of application of a specific refactoring to any particular internal program quality metric,
before effectively applying it. Defining metrics in terms of the entities of the AST, formal
descriptions of refactorings are projected into impacts on the particular metrics.

For the formally introduced coupling type measures in [Mar02] in Subsection 4.2.1 and
the notation from [CC10b], the refactoring impact on access coupling, method coupling,
service coupling, class hierarchy coupling, and system level coupling measures are defined as
consequences of the refactoring process in Subsection 4.3.1.

Following the formally cohesion measures in [Mar02], introduced by Subsection 4.2.2 and
the notation from [CC10b], the Subsection 4.3.2 defines the refactoring impact on the cohesion
measures as consequences of the refactoring process.

For the formally introduced size and complexity type measures in Subsection 4.2.3 and
the notation from [CC10b], the refactoring impact on system size, class size, and structural
complexity measures are defined as consequences of the refactoring process in Subsection
4.3.3.

4.4 Refactoring Impact on Software Metrics Analysis

The definitions provided by Section 3.1 suggests formal description of the changes on the
AST after refactoring application. By translating the changes on the program structure into
changes on different software metrics, the refactoring impact on the internal program quality
metrics is obtained.

Analogous to the approach presented in [DBM03, TK03], the research in [CCcC06, CC10e]
proposes a set of possible impacts on a software metric. Therefore, software metric compu-
tation results in three possible ranks: high (△), low (▽), and irrelevant (©).

For each software metric formal definition (see Section 4.2) one or more defining terms
may be identified. The immediate refactoring impact on these terms may be expressed in
three categories: null (0), positive (+), and negative (−).

Extending over the two types of impact, i.e., on the assumed rank and on the raw value,
the final refactoring impact on software metrics is depicted by the Table 2. Thus, there are
three impact categories together with the expected value range for a specific metric.
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Assumed Impact on software metric, Value Range
rank null, 0 positive, (0,∞) negative, (−∞, 0)

△
△•

high value expected,

but not affected

(no impact)

△+

high value expected,

and increases

(positive impact)

△−

high value

and decreases

(negative impact)

▽
▽•

low value expected,

but not affected

(no impact)

▽+

low value expected

and increases

(negative impact)

▽−

low value expected

and decreases

(positive impact)

© ⊙
no impact

⊕
positive impact

⊖
negative impact

Table 2: The impact categories on software metrics

4.4.1 Impact Assessment Phases

In order to achieve the impact analysis, there are several steps that have to be followed. The
identified refactoring impact category (null, positive, negative) for the identified software
metric terms are used together with some assessment rules to obtain the final refactoring
impact on the internal program quality metric, as described by the Table 2. The evaluation
rules are described in [CC10e].

The impact analysis consists of the following steps:

1. choose the source code that will be studied for the refactoring impact on the internal
structure with internal quality software metrics, denoted by SC;

2. choose a relevant set of refactorings that serves to improve the internal structure pro-
gram, denoted by SR = {r1, r2, . . . , rn};

3. choose the appropriate set of software metrics that assess the requested internal program
qualities, as SM = {sm1, sm2, . . . , smm}, where ∀smi, smi ∈ SM is defined as a set
of terms smi = {ti1 , ti2 , . . . , tik}, k ∈ N , that will be used to assess the corresponding
smi, i = 1,m;

4. build an impact table, n rows and k+1 columns, for a software metric smi, i = 1,m,
with the following items:

(a) each table row contains a refactoring ri intended to be applied to the source code
SC, where ri ∈ SR, i = 1, n;

(b) each table column contains a term tij , j = 1, k, of the current analyzed software
metric smi, i = 1,m, filled with the immediate refactoring impact;

(c) the last table column data (colik+1
) will be computed based on the assessment

rules;

5. build a refactoring impact table, n rows and m columns, filled with the corresponding
colik+1

for the chosen set of software metrics from the SM set to reflect the final impact
provided by each refactoring application from the SR set.

4.4.2 Impact Analysis Approach Validation

Based on the software metrics formal description presented in Subsection 4.4.1, the impact
analysis approach may be validated. The goal is to prove that the software metric impact
suggested by the current approach is similar to the one indicated by the corresponding formal
definition. To achieve this validation two experiments were run as presented in [CC10e].

Experiment 1. The goal is to prove that for a set of chosen set of refactorings and a set
of software metrics, the refactoring impact on the software metrics which is computed based
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on the proposed approach is similar to the results advanced by the corresponding refactor-
ing impact formal definitions on the software metrics. For the four refactoring techniques
formally defined in Section 3.1, i.e., MoveMethod, MoveField, ExtractClass, and InlineClass
refactorings, a set of relevant software metrics have been chosen: NOM, NOC, CBO, RFC,
and LCOM∗, that were formally defined in Section 4.2. Tables E.1, E.2, E.3, E.4, and E.5
in Appendix E present the refactoring impact on the chosen software metrics for the source
class A and the target class B, for a targeted rank on the value range (△, ▽, or ©).

Experiment 2. It validates the proposed approach studying a set of refactorings and
their impact on a set of software metrics for the DSCH Problem (see Subsection 1.11.2). The
refactoring opportunities are possible code clones from a class hierarchy (see Section 1.8). In
[CCcC06] the validation for the proposed approach was achieved for the code redundancy
removal problem. For the DSCH Problem were identified and removed six code clone types
(see Section 1.8). The software metrics set aims several aspects of internal program quality,
as: class hierarchy weight (NOC∗ metric, applied to the studied system), size and complexity
of a class (LOCC, NOM, WMC), coupling (CBO, RFC), cohesion (TCC), and class hierarchy
coupling (DIT, NOC, NOD). The internal program quality assessment with software metrics
has been achieved before and after the redundancy problem type had been removed. Tables
F.1, F.2, F.3, F.4, F.5, and F.6 in Appendix F present the refactoring impact on the chosen
software metrics for the affected classes.

4.4.3 Proposed Approach Limitations

For several software metrics no formal definition of the refactoring impact is available (CC,
SIZE1, SIZE2). Therefore, the model representation for the internal program structure may
be extended. The main advantage of such an intention facilitates the formal definition for
different aspects related to the flow control and complexity, since the model becomes more
weighted, resulting in a difficult management.

Another limitation is represented by the assessment difficulty when the composing terms of
the software metric definition have different immediate impacts, i.e., few negative impact (−)
and few positive impact (+). These cases require a more complex analysis since the studied
source code AST has to be semantically evaluated if the addition or removal of certain typed
edges has impact on the formal definition software metric term. This represents an important
aspect of the approach, as the formal definition explicitly depends on typed edge sets.

4.5 Conclusions and Future Work

The refactoring impact assessment on the internal program quality may be used as an in-
dicator of the transformation necessity. The refactoring formal description (see Chapter 3)
and the formal definition of a representative set of object-oriented program quality metrics
in [CC10b] provides feedback on the impact of the application of a specific refactoring on any
particular internal program quality metric, before effectively applying it.

To achieve a refactoring impact analysis on software metrics, a five steps strategy was
advanced. The analysis allows to establish the glide within a software metric value range
after one or more specific refactoring applications.

The chapter is based on the published papers [CCcC06, CC10b, CC10e]. The aspects
to be analyzed in the near future are: internal program structure model improvement like:
flow control information, class feature complete specification; formal definition for the code
duplication types within a class hierarchy; the automation of the refactoring impact analysis
process, essential when dealing with the large amount of combinations between refactorings
and software metrics.
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5 The Refactoring Selection Problem. A Formal Multi-Objective

Optimization Approach

Formal definitions of the Refactoring Selection Problem with several variants are approached
in this chapter. The Refactoring Selection Problem is modeled as a multi-objective optimiza-
tion problem here, while an evolutionary-based solution, where several criteria are aggregated
in a single objective function is investigated in Chapter 6.

5.1 General Background

This section sets the general context of the refactoring selection research problem, by pre-
senting the motivation and a working scenario.

5.2 Related Work

Related work to the studied problem is reminded in this section.

5.3 The Formal Multi-Objective Refactoring Selection Problem Definition

In order to state the General Multi-Objective Refactoring Selection Problem (GMORSP) some
notion and characteristics were defined. SE = {e1, . . . , em} is the set of software entities,
e.g., a class, an attribute from a class, a method from a class, a formal parameter from a
method or a local variable declared in the implementation of a method. They are considered
to be low level components bounded through dependency relations.

A software system SS consists of a software entity set SE together with different types
of dependencies between the contained items, defined as:
SED = {usesAttribute, callsMethod, superClass,associatedwithClass,noDependency},
ed : SE × SE → SED,

ed(ei, ej) =





uA, if the method ei uses the attribute ej
cM, if the method ei calls the method ej
sC, if the class ei is a direct superclass for the class ej
aC, if the class ei is associated with the class ej
nD, otherwise

, (1)

where 1 ≤ i, j ≤ m.
A set of possible relevant chosen refactorings applied to different types of software entities

of SE is SR = {r1, . . . , rt}. Specific refactorings may be applied to particular types of software
entities, i.e., the RenameMethod refactoring may be applied to a method entity only, while
the ExtractClass refactoring has applicability just for classes. Therefore a mapping that sets
the applicability for the chosen set of refactorings SR on the set of software entities SE, is
defined as: ra : SR× SE → {True,False},

ra(rl, ei) =

{
T, if rl may be applied to ei
F, otherwise

, (2)

where 1 ≤ l ≤ t, 1 ≤ i ≤ m.
The various dependencies between refactorings when they are applied to the same software

entity are emphasized by the following mapping:
SRD = {Before,After,AlwaysBefore,AlwaysAfter,Never,Whenever},
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rd : SR× SR× SE → SRD,

rd(rh, rl, ei) =





B, if rh may be applied to ei only before rl, rh < rl
A, if rh may be applied to ei only after rl, rh > rl
AB, if rh and rl are both applied to ei and rh < rl
AA, if rh and rl are both applied to ei and rh > rl
N, if rh and rl cannot be both applied to ei

, (3)

where ra(rh, ei) = T , ra(rl, ei) = T , 1 ≤ h, l ≤ t, 1 ≤ i ≤ m.

Let DS = (SRt, SEm) be the decision domain for the GMORSP and
→

x= (r1, r2, . . . , rt,

e1, e2, . . . , em),
→

x∈ DS, a decision variable. The GMORSP is defined by the followings:

• f1, f2,. . . , fM – M objective functions, where fi : DS → R, i = 1,M , and F (
→

x) =

{f1(
→

x), . . . , fM (
→

x)}, →

x∈ DS;

• g1, . . . , gJ – J inequality constraints, where gj(
→

x) ≥ 0, j = 1, J ;

• h1, . . . , hK – K equality constraints, where gk(
→

x) = 0, k = 1,K.

The GMORSP is the problem of finding a decision vector
→

x= (x1, . . . , xm+t) such that

optimize{F (
→

x)} = optimize{f1(
→

x), . . . , fM (
→

x)}, where fi : DS → R, i = 1,M , gj(
→

x) ≥
0, j = 1, J , hk(

→

x) = 0, k = 1,K,
→

x∈ DS.
Multi-objective optimization often means optimizing conflicting goals. For the GMORSP

formulation there may be the possibility to blend different types of objectives, i.e., some of
them to be maximized and some of them to be minimized.

5.4 Specific Multi-Objective Refactoring Selection Problem Definitions

5.4.1 The Multi-Objective Refactoring Set Selection Problem

The Multi-Objective Refactoring Set Selection Problem (MORSSP) is a special case of the
refactoring selection problem. Its definition [CC09c] follows the General Multi-Objective
Refactoring Selection Problem (see Section 5.3). Two compound and conflicting objective
functions are defined: the refactoring cost and the refactoring impact on software entities. In
order to state the MORSSP some additional notions and characteristics have to be defined.

Additional Notions
The weight associated with each software entity ei, 1 ≤ i ≤ m, is kept by the setWeight =

{w1, . . . , wm}, where wi ∈ [0, 1] and
∑m

i=1wi = 1.
The effort involved by each transformation is converted to cost, being described as rc :

SR× SE → Z,

rc(rl, ei) =

{
> 0, if ra(rl, ei) = T

= 0, otherwise
,

where the ra mapping is defined by the formula 2 (see Section 5.3), 1 ≤ l ≤ t, 1 ≤ i ≤ m.
Changes made to each software entity ei, i = 1,m, by applying the refactoring rl, 1 ≤ l ≤ t,

are stated and as effect : SR× SE → Z,

effect(rl, ei) =





> 0, if ra(rl, ei) = T and it has the requested effect on ei
< 0, if ra(rl, ei) = T and it has not the requested effect on ei
= 0, otherwise

,

where the ra mapping is defined by the formula 2 (see Section 5.3), 1 ≤ l ≤ t, 1 ≤ i ≤ m.
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The overall effect of applying a refactoring rl, 1 ≤ l ≤ t, to each software entity ei, i = 1,m,
is defined as res : SR → Z,

res(rl) =
m∑

i=1

wi · effect(rl, ei),

where 1 ≤ l ≤ t and wi is the weight of the corresponding software entity ei from SE.
Each refactoring rl, l = 1, t, may be applied to a subset of software entities, defined

as re : SR → P(SE), re(rl) =
{

el1 , . . . , elq | if ra(rl, elu) = T , 1 ≤ u ≤ q, 1 ≤ q ≤ m
}
,

where the ra mapping is defined by the formula 2 (see Section 5.3), re(rl) = SErl , SErl ∈
P(SE)−∅, 1 ≤ l ≤ t. In this way we have a function based description.

Output Data
The MORSSP is the problem of finding a subset of entities named ESetl, ESetl ⊆ SErl ⊆

SE for each refactoring rl ∈ SR, l = 1, t such that:

• the following objectives are optimized:

– the overall refactoring cost is minimized;
– the overall refactoring impact on software entities is maximized;

• refactoring dependencies constraints defined by the mapping 3 are satisfied.

In the MORSSP formulation, two objective functions are taken into consideration in order
to minimize required cost for the applied refactorings and to maximize the refactoring impact
on software entities. Therefore, the multi-objective function F (

→

r ) = {f1(
→

r ), f2(
→

r )}, where
→

r= (r1, . . . , rt) has to be optimized, as described below.
The first objective function defined minimizes the total cost for the applied refactorings:

minimize{f1(
→

r )} = minimize
{∑t

l=1

∑m
i=1 rc(rl, ei)

}
, where

→

r= (r1, . . . , rt).
The second objective function maximizes the total effect of the refactorings applied to the

software entities, considering the weight of the software entities in the overall system, like:

maximize
{
f2(

→

r )
}
= maximize

{
t∑

l=1

res(rl)

}
= maximize

{
t∑

l=1

m∑

i=1

wi · effect(rl, ei)
}
, (4)

where
→

r= (r1, . . . , rt).
In order to convert the first objective function to a maximization problem in the MORSSP,

the total cost is subtracted from MAX, the biggest possible total cost, as it is shown below:

maximize
{
f

′

1(
→

r )
}
= maximize

{
MAX −

t∑

l=1

m∑

i=1

rc(rl, ei)

}
, (5)

where
→

r= (r1, . . . , rt). The overall objective function for MORSSP is defined by:

maximize
{
F (

→

r )
}
= maximize

{
f

′

1(
→

r ), f2(
→

r )
}
=

= maximize
{
MAX −∑

t

l=1

∑
m

i=1
rc(rl, ei),

∑
t

l=1

∑
m

i=1
wi · effect(rl, ei)

}
,

(6)

where
→

r= (r1, . . . , rt).

5.4.2 The Multi-Objective Refactoring Single Selection Problem

The Multi-Objective Refactoring Single Selection Problem (MORSgSP) is a particular case
of the MORSSP (see Section 5.4.1) with restraint requirements [CCV09a]. Therefore, the
specific problem aspects are isolated within the output data.
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Output Data
The MORSgSP is the multi-objective problem of finding a refactoring rl ∈ SR, l = 1, t,

for each entity ei ∈ SE, i = 1,m, such that:

• the following objectives are optimized:

– the overall refactoring cost is minimized;
– the overall refactoring impact on software entities is maximized;

• refactoring dependencies constraints defined by the mapping 3 are satisfied.

5.4.3 The Multi-Objective Refactoring Sequence Selection Problem

The Multi-Objective Refactoring Sequence Selection Problem (MORSqSP) is based on the
General Multi-Objective Refactoring Selection Problem (see Section 5.3). The goal is to find
the sequences of refactorings that affect the entire software system based on the software entity
dependencies and refactoring dependencies. The two compound and conflicting objective
functions (the refactoring cost and the refactoring impact) defined for the MORSSP are used
by this problem definition too.

Various specific elements are defined as additional notations required, while the problem
requirements are stated as output data of the defined problem.

Additional Notations
Definition 5.4.1([CC10f]) A refactoring-entity pair is a tuple r̂l ei = (rl, ei) con-

sisting of a refactoring rl, 1 ≤ l ≤ t, applied to a software entity ei, 1 ≤ i ≤ m, therefore
ra(rl, ei) = T .

Definition 5.4.2([CC10f]) A refactoring sequence is a chain of refactoring-entity pairs
rs = (r̂1 e1, r̂2 e2, . . . , r̂s es), where ru ∈ SR, eu ∈ SE, 1 ≤ u ≤ s. The followings stay:

1. ed(eu, eu+1) ∈ SED, ∀ r̂u eu, ̂ru+1 eu+1 ∈ rs, where ru, ru+1 ∈ SR, eu, eu+1 ∈
SE, 1 ≤ u ≤ s− 1;

2. rd(ru, ru+1, eu), rd(ru, ru+1, eu+1) ∈ SRD, ∀ r̂u eu, ̂ru+1 eu+1 ∈ rs, where ru, ru+1 ∈
SR, eu, eu+1 ∈ SE, 1 ≤ u ≤ s− 1;

3. rd(rl, rk, ei) ∈ SRD, ∀ r̂l ei, r̂k ei ∈ rs, where rl, rk ∈ SR, ei ∈ SE, 1 ≤ l < k ≤
t, 1 ≤ i ≤ m;

4. ed(ei, ek) ∈ SED, ∀ r̂l ei, r̂l ek ∈ rs, where rl ∈ SR, ei, ek ∈ SE, 1 ≤ i < k ≤ m, 1 ≤
l ≤ t.

A sequence of refactorings applied to a software entity ei, 1 ≤ i ≤ m, denoted by rsei , is
simply described as rsei = (r1, r2, . . . , rs), ei ∈ SE, 1 ≤ i ≤ m, ru ∈ SR, 1 ≤ u ≤ s, s ∈ N ∗.
The ra, ed, and rd mappings are formally described by the Section 5.3.

The set of all refactoring sequences that may be applied to the software entities ei, i = 1,m,
using the refactorings rl, l = 1, t, is defined as:

SSR =
{

rs | rs = (r̂1 e1, r̂2 e2, . . . , r̂s es), ru ∈ SR, eu ∈ SE, 1 ≤ u ≤ s, s ∈ N ∗
}
. (7)

The set of all refactoring sequences that may be applied to a software entity e, e ∈ SE,
is defined as:

SSRe =
{

rse | rse = (r1, r2, . . . , rs), ru is a refactoring applied to e, 1 ≤ u ≤ s, s ∈ N ,
}
, (8)

where the SSRe ∈ P(SSR), e ∈ SE.
The set of distinct refactorings that compose a refactoring sequence rs = (r̂1 e1, r̂2 e2, . . . ,

r̂s es), s ∈ N , is denoted by SRrs = {r| ∃ r̂ e in rs, e ∈ SE, r ∈ SR}, SRrs ∈ P(SR).
The set of distinct refactoring-entity pairs that compose a refactoring sequence rs =

(r̂1 e1, r̂2 e2, . . . , r̂s es), s ∈ N , is denoted by SEPrs = {r̂ e| ∃ r̂ e in rs, r ∈ SR, e ∈ SE},
SEPrs ∈ P(SSR).
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Output Data
The MORSqSP is a two folded problem, as:

1. it finds a refactoring sequence rs = (r̂1 e1, r̂2 e2, . . . , r̂s es) applied to the software
system SS, where eu ∈ SE, ru ∈ SR, 1 ≤ u ≤ s, s ∈ N ;

2. it finds a refactoring sequence rse = (r1, r2, . . . , rs) applied to a given software entity
e, where e ∈ SE, ru ∈ SR, 1 ≤ u ≤ s, s ∈ N .

The MORSqSP multi-objectiveness aspects are:

• the objectives to be optimized are:

– the overall refactoring cost is minimized;
– the overall refactoring impact on software entities is maximized;

• the software entity dependencies constraints defined by the mapping 1 (see Section 5.3)
are satisfied;

• the refactoring dependencies constraints defined by the mapping 3 (see Section 5.3) are
satisfied.

The overall objective function definition for the MORSqSP is analogous to the one in the
formula 6. The decision vector

→

r has a goal-based description within an appropriate DS.
Therefore, for the intended aims in the output data, we are interested in:

• searching for the refactoring sequence rs applied to the software system SS:

– DS = SSR;
–

→

r= (r̂1, e1, r̂2, e2, . . . , r̂s, es), where eu ∈ SE, ru ∈ SR, 1 ≤ u ≤ s, s ∈ N , s ≤ n;

• searching for the refactoring sequence rsei applied to a given software entity ei, where
ei ∈ SE, 1 ≤ i ≤ m:

– DS = SRn, n ∈ N ;
–

→

r= (r1, r2, . . . , rs), where ei ∈ SE, ru ∈ SR, 1 ≤ i ≤ m, 1 ≤ u ≤ s, s ≤ n, s ∈ N .

5.4.4 The Multi-Objective Refactoring Plan Building Problem

This subsection presents theMulti-Objective Refactoring Plan Building Problem (MORPBP),
based on the General Multi-Objective Refactoring Selection Problem (GMORSP) (see Sec-
tion 5.3) and the Multi-Objective Refactoring Sequence Selection Problem (MORSqSP) (see
Subsection 5.4.3). A motivation together with a problem working scenario is provided here
too. Input data, additional terms and notations have been defined to completely state the
MORPBP.

Input Data
Let SE = {e1, . . . , em} be a set of software entities as it was defined by Section 5.3. The

software entity set SE together with different types of dependencies among its items form
a software system named SS. The set of software entity dependency types SED and the
dependency mapping ed are similar to the one described by the formula 1 (see Section 5.3).

A set of signifying chosen refactorings that may be applied to the software entities of SE
is gathered up through SR = {r1, . . . , rt}. The ra mapping that sets the applicability for the
chosen set of refactorings SR on the set of software entities SE is defined by the formula 2
(see Section 5.3).

The set of refactoring dependencies SRD together with the mapping rd that highlight
the dependencies among different refactorings when applied to the same software entity are
stated by the formula 3 (see Section 5.3).
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Definitions 5.4.1 and 5.4.2 (see Subsection 5.4.3) introduce the refactoring-entity pair
and refactoring sequence terms, respectively. The set of all refactoring sequences that may
be applied to the software entities ei, i = 1,m, using the refactorings rl, l = 1, t, denoted by
SSR = {rs1, . . . , rsp}, where rsk = (r̂1 e1, r̂2 e2, . . . , ̂rsrsk esrsk ), k = 1, p, eu ∈ SE, ru ∈
SR, 1 ≤ u ≤ srsk , p, srsk ∈ N , is analogous defined by the formula 7 (see Subsection 5.4.3).

Each refactoring sequence rsk, 1 ≤ k ≤ p, has a building weight within the overall set of
refactoring sequences SSR, that suggests the refactoring sequence priority when combining to
each other, being expressed by the set SSRWeight = {rsw1, . . . , rswp}, where rswk ∈ [0, 1]
and

∑p
k=1 rswk = 1.

Each refactoring-entity pair r̂u eu, u = 1, srsk , from the participating refactoring se-
quences rsk = (r̂1 e1, r̂2 e2, . . . , ̂rsrsk esrsk ), where rsk ∈ SSR, k = 1, p, srsk ∈ N , within
the plan building process, has an associated integration status. This is attached to each
refactoring-entity pair at the refactoring sequence building time.

The two possible refactoring statuses within a refactoring sequence composition form the
set RStatus = {Mandatory, Optional}. A mapping that links the status to a refactoring-
entity pair is defined as rstatusrs : SEPrs → RStatus,

rstatusrs(r̂ e) =

{
M, if r̂ e is mandatory in the plan building
O, otherwise

,

where the r̂ e ∈ SEPrs.

Additional Notations
Refactoring sequence-based plan building means combining multiple refactoring sequences

together into a single refactoring sequence. The resulting refactoring sequence contains con-
nection (junction) points between each two refactoring-entity pairs, inside and outside the
same or different refactoring sequences.

Definition 5.4.3([CC10f]) Let rs = (r̂1 e1, r̂2 e2, . . . , r̂s es), rs ∈ SSR, be a refactoring
sequence, r̂u eu, ̂ru+1 eu+1 two consecutive refactoring-entity pairs in rs, where 1 ≤ u ≤ s− 1
and r̂ e a refactoring-entity pair, where e ∈ SE, r ∈ SR, ra(r, e) = T and r̂ e not in rs.
Then:

1. the refactoring-entity pair r̂u eu, 1 ≤ u ≤ s, has a before junction point, denoted by

b(r̂u eu), if exists a refactoring-entity pair r̂ e that may be inserted before r̂u eu within
the refactoring sequence rs, where rs improved by the r̂ e is rs

′

= (. . . , r̂ e, r̂u eu, . . .)
and the followings hold:

(a) ed(e, eu) ∈ SED, where e, eu ∈ SE, 1 ≤ u ≤ s;
(b) rd(r, ru) ∈ {B, AB} ⊆ SRD, where r, ru ∈ SR, 1 ≤ u ≤ s.

2. the two refactoring-entity pairs r̂u eu and ̂ru+1 eu+1, 1 ≤ u ≤ s − 1, have a middle

junction point, denoted by (r̂u eu)m( ̂ru+1 eu+1), if exists a refactoring-entity pair r̂ e

that may be inserted between r̂u eu and ̂ru+1 eu+1 within the refactoring sequence rs,
where rs improved by the r̂ e is rs

′

= (. . . , r̂u eu, r̂ e, ̂ru+1 eu+1, . . .) and the followings
hold:

(a) ed(eu, e), ed(e, eu+1) ∈ SED, where eu, e, eu+1 ∈ SE, 1 ≤ u ≤ s− 1;
(b) rd(ru, r), rd(r, ru+1) ∈ {B, AB} ⊆ SRD, where ru, r, ru+1 ∈ SR, u = 1, s− 1.

3. the refactoring-entity pair r̂u eu, 1 ≤ u ≤ s, has an after junction point, denoted by
(r̂u eu)a, if exists a refactoring-entity pair r̂ e that may be added after r̂u eu within the
refactoring sequence rs, where rs improved by the r̂ e is rs

′

= (. . . , r̂u eu, r̂ e, . . .)
and the followings hold:

(a) ed(eu, e) ∈ SED, where eu, e ∈ SE, 1 ≤ u ≤ s;
(b) rd(ru, r) ∈ {B, AB} ⊆ SRD, where ru, r ∈ SR, 1 ≤ u ≤ s.
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A refactoring-entity pair junction points set for a refactoring sequence rs is defined as:
REP

jp
rs = {b(r̂u eu)|r̂ e is inserted before r̂u eu, 1 ≤ u ≤ s}∪ {(r̂u eu)m( ̂ru+1 eu+1)|r̂ e is

inserted between r̂u eu and ̂ru+1 eu+1, 1 ≤ u ≤ s−1}∪ {(r̂u eu)a|r̂ e is inserted after r̂u eu,

1 ≤ u ≤ s}, being provided at the refactoring sequence building time.
Definition 5.4.4([CC10f]) Let SSRrp = {rs1, . . . , rsq} be a set of refactoring sequences,

REP
jp
rs1 , REP

jp
rs2 , . . . , REP

jp
rsq the corresponding junction points sets for the refactoring se-

quences rsk, where 1 ≤ k ≤ q, where SSRrp ∈ P(SSR), rsk = (r̂1 e1, r̂2 e2, . . . , ̂rsrsk esrsk ),

k = 1, q, eu ∈ SE, ru ∈ SR, 1 ≤ u ≤ srsk , srsk , q ∈ N .
A refactoring plan is a refactoring sequence rp = (r̂1 e1, r̂2 e2, . . . , ̂rsrp esrp) formed by

navigating among the refactoring-entity pairs r̂u eu, 1 ≤ u ≤ srsk , k = 1, q, q ∈ N of the
composing refactoring sequences rsk of the set SSRrp. Then, for each refactoring-entity pair

r̂u eu ∈ rp, where 1 ≤ u ≤ srp, it exists a junction point jp, where jp ∈ REP
jp
rsk , such that jp

is the refactoring-entity pair junction point that introduced r̂u eu within the rp refactoring
plan, where 1 ≤ k ≤ q.

Output Data
The MORPBP is the problem of finding a refactoring plan rp = (r̂1 e1, r̂2 e2, . . . , ̂rsrp esrp),

srp ∈ N , from a refactoring sequence set SSRrp, such that:

• the following objectives are optimized:

– the overall refactoring cost is minimized;
– the overall refactoring impact on software entities is maximized;

• software entity dependencies constraints defined by the mapping 1 are satisfied;
• refactoring dependencies constraints defined by the mapping 3 are satisfied.

In the MORPBP, two objectives are optimized: the refactoring cost and the refactoring
impact on the affected software entities. The multi-objective function

optimize{F (
→

rp)} = optimize{f1(
→

rp), f2(
→

rp)}, (9)

where
→

rp= (r̂1 e1, r̂2 e2, . . . , ̂rsrp esrp), srp ∈ N , to be optimized, is similarly described as in
Section 5.3.

The current MORPBP formulation studies the refactoring cost as an objective instead of
a constraint, as the software entities dependencies defined by the formula 1 (see Section 5.3)
and refactoring dependencies described by the mapping 3 are investigated.

The problem decision space is DS = SSR while the decision vector is
→

rp= (r̂1 e1,

r̂2 e2, . . . , ̂rsrp esrp), srp ∈ N , contains the refactoring sequences obtained by cross-navigating
the set of the proposed refactoring sequences SSRrp, SSRrp ∈ P(SSR).

5.5 Conclusions and Future Work

The appropriate refactoring selection within different sized software is a stimulating research
problem investigated by this chapter. Software entity dependencies and refactoring depen-
dencies are the basic intriguing elements that drive the research within this domain.

Some of the original results presented in this chapter have been reported in the papers
[CC09b, CC09a, CC10a, CC10d]. Current chapter is based on the original work published in
the papers [CCV09a, CCV09b, CC09c, CC09e, CC10f].

Some further work may be done in the following directions: the refactoring plan building
problem definition following the approach with a parallel refactoring application with new
notations such as multi-junction points which provides multi-connection points between dif-
ferent refactoring sequences, resulting in a parallel refactoring selection; new multi-objective
problem formulations that use the cost as a constraint instead of an objective; new multi-
objective problem formulations that may use more than two objectives to optimize.
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6 The Refactoring Selection Problem - An Evolutionary Ap-

proach

TheMulti-Objective Refactoring Set Selection Problem and its special case, theMulti-Objective
Refactoring Single Selection Problem, are investigated in this chapter. Different genetic algo-
rithms solution representations are proposed. The Multi-Objective Refactoring Set Selection
Problem is modeled as a single aggregated objective function, where two conflicting objectives
are optimized. Comparisons between the proposed approaches are discussed.

6.1 Evolutionary-Based Solution Representations for the Refactoring Set

Selection Problem

The MORSSP is approached here by exploring the various existing refactoring dependencies.
Two conflicting objectives were studied, i.e., minimizing the refactoring cost and maximiz-
ing the refactoring impact, together with some constraints to be kept, as the refactoring
dependencies.

The weighted sum method [Kd05] was adopted to solve the MORSSP. The overall objective

function to be maximized F (
→

r ) is shaped to the weighted sum principle with two objectives

to optimize. Therefore, maximize
{
F (

→

r )
}

= maximize
{
f1(

→

r ), f2(
→

r )
}
, is mathematically

rewritten to maximize
{
F (

→

r )
}
= α · f1(r) + (1 − α) · f2(r), where 0 ≤ α ≤ 1 and

→

r is the

decision variable, within a decision space.
The steady–state evolutionary model is advanced by the proposed evolutionary compu-

tation technique. An adapted genetic algorithm to the context of the investigated problem,
with weighted sum fitness function, was proposed in [CC09b, CC10a].

The proposed genetic algorithm that uses a refactoring-based solution representation for
the refactoring set selection problem is denoted by RSSGARef, while the corresponding entity-
based genetic algorithm is denoted by RSSGAEnt.

6.2 Studied Solution Representations

6.2.1 Refactoring-Based Solution Representation

For the RSSGARef algorithm the solution representation is presented in [CC09c]. The deci-

sion vector
→

S= (S1, . . . , St), where Sl ∈ P(SE), 1 ≤ l ≤ t, determines the entities that may
be transformed using the proposed refactoring set SR. The item Sl on the l-th position of the
solution vector represents a set of entities that may be refactored by applying the l-th refac-
toring from SR, where any elu ∈ SErl , elu ∈ Sl ∈ P(SE), 1 ≤ u ≤ q, 1 ≤ q ≤ m, 1 ≤ l ≤ t.
This means it is possible to apply more than once the same refactoring to different software
entities. The genetic operators used by this approach are crossover and mutation.

6.2.2 Entity-Based Solution Representation

The RSSGAEnt algorithm uses the solution representation presented in [CC09e], where the

decision vector
→

S= (S1, . . . , Sm), Si ∈ P(SR), 1 ≤ i ≤ m determines the refactorings that
may be applied in order to transform the proposed set of software entities SE. The item Si

on the i-th position of the solution vector represents a set of refactorings that may be applied
to the i-th software entity from SE, where each entity elu ∈ SErl , Srl ∈ P(SR), 1 ≤ u ≤
q, 1 ≤ q ≤ m, 1 ≤ l ≤ t. It means it is possible to apply more than once the same refactoring
to different software entities. The genetic operators used by this approach are crossover and
mutation too.
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6.3 Case Study: The LAN Simulation Problem

The adapted genetic algorithm proposed in [CC09b, CC10a] is applied to a simplified version
of the LAN Simulation source code (see Subsection 1.11.1). Relevant data about the source
code is extracted and the software entity set is defined as: SE = {c1, . . . , c5, a1, . . . , a5,m1, . . . ,m13},
|SE| = 23. The chosen transformations are refactorings that may be applied on classes, at-
tributes or methods, as: RenameMethod, ExtractSuperClass, PullUpMethod, MoveMethod,
EncapsulateField, AddParameter. They will form the refactoring set SR = {r1, . . . , r6} in
the following. The entity weights are gathered within the set Weight, that is presented by
the Table 3 , where

∑23
i=1wi = 1.

The dependency relationship between refactorings, described by the rd mapping and the
final impact of each refactoring stated by the res mapping are defined by the Table 3. The
res mapping value computation for each refactoring is based on the weight of each possible
affected software entity, as it was defined in Section 5.3. The refactoring applicability (ra
mapping) to each software entity from the SE set is expressed as a non null value of the
refactoring cost as presented by the Table 3. Therefore, for the software entity c3 and the
refactoring r2, the notations

√
/2 means the refactoring may be applied to the specified

software entity (
√
, i.e., ra(r2, c3) = T ) with the transformation cost of 2.

Each software entity allows specific refactorings to be applied to, otherwise the cost map-
ping values are 0. E.g., refactorings r1, r3, r4, r6 may be applied to methodsm1,m4,m7,m10,m13.
For special methods, i.e., constructors, refactorings like pullUpMethod (r3) andmoveMethod (r4)
cannot be applied to. The cost mapping rc is computed as the number of transformations
needed in order to apply the refactoring. Therefore, different refactorings applied to related
software entities may have different costs.

6.3.1 Proposed Refactoring Strategy

A possible refactoring strategy for the LAN Simulation Problem is presented below. Based on
the difficulties presented for the corresponding class hierarchy, three transformation categories
may be identified. For each of them several improvement targets that may be achieved
through refactoring are defined.

1. information management (data hiding, data cohesion):

(a) control the attribute access (EncapsulateField refactoring);

2. behaviour management (method definition, method cohesion):

(a) adapt the method signature to new context (AddParameter refactoring);
(b) increase the expressiveness of a method identifier by changing its name (Re-

nameMethod refactoring);
(c) increase method cohesion within classes (MoveMethod and PullUpMethod refac-

torings);

3. class hierarchy abstraction (class generalization, class specialization):

(a) increase the abstraction level within the class hierarchy by generalization (Extract-
SuperClass refactoring).

6.4 Practical Experiments for the RSSGARef and RSSGAEnt Algorithms

The algorithm was run 100 times and the best, worse, and average fitness values were recorded.
The parameters used by the evolutionary approach were as follows: mutation probability 0.7
and crossover probability 0.7. Different number of generations and of individuals were used:
number of generations 10, 50, 100, and 200 and number of individuals 20, 50, 100, and 200.
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(a) Refactoring dependencies (rd) and final impact
(res) of their application to the software entity set
(SE)

rd r1 r2 r3 r4 r5 r6

r1 N B AA

r2 N B

r3 A A N N

r4 N N

r5 N

r6 AB N

res 0.4 0.49 0.63 0.56 0.8 0.2

(b) Refactoring costs (rc) and their applicability to the software entities.
The weight for each software entity (Weight)

rc r1 r2 r3 r4 r5 r6 Weight

c1
√
/1 0.1

c2
√
/1 0.08

c3
√
/2 0.08

c4
√
/2 0.07

c5
√
/1 0.07

a1
√
/4 0.04

a2
√
/5 0.03

a3
√
/5 0.03

a4
√
/5 0.05

a5
√
/5 0.05

m1
√
/1

√
/0

√
/0

√
/1 0.04

m2
√
/3

√
/1

√
/1

√
/3 0.025

m3
√
/5

√
/1

√
/1

√
/5 0.025

m4
√
/1

√
/0

√
/0

√
/1 0.04

m5
√
/1

√
/1

√
/1

√
/1 0.025

m6
√
/1

√
/1

√
/1

√
/1 0.025

m7
√
/1

√
/0

√
/0

√
/1 0.04

m8
√
/2

√
/1

√
/1

√
/2 0.025

m9
√
/1

√
/1

√
/1

√
/1 0.025

m10
√
/1

√
/0

√
/0

√
/1 0.04

m11
√
/2

√
/1

√
/1

√
/2 0.025

m12
√
/1

√
/1

√
/1

√
/1 0.025

m13
√
/1

√
/0

√
/0

√
/1 0.04∑23

i=1wi = 1

Table 3: The input data for the LAN Simulation Problem case study
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6.4.1 Experiment 1: Equal Weights on the Refactoring Cost and Impact (α = 0.5)

This subsection presents the results obtained for a first experiment with equal weights, i.e.,
α = 0.5, run for the RSSGARef and RSSGAEnt Algorithms [CC09c, CC09b, CC09a].

Various runs as number of generations, i.e., 10, 50, 100, and 200 generations, show the
improvement of the best chromosome. For the recorded experiments, the best individual
was obtained for the RSSGARef Algorithm through a 200 generations evolution with a 20
chromosomes population, having the fitness value of 0.4793. This means in small populations
(with fewer individuals) the reduced diversity among chromosomes may induce a harsher
struggle compared to large populations (with many chromosomes) where the diversity breeds
near quality individuals.

For both solution representations small populations keep their good chromosome quality,
by breeding all 100 individuals with the fitness better than the reference value, i.e., 0.41, for
the refactoring-based solution representation and 0.15 for the entity-based solution represen-
tation. The results provided by the refactoring-based solution representation are better as
fitness value quality. Impact on the LAN Simulation source code after the RSSGARef and
RSSGAEnt Algorithms were run are presented too.

6.4.2 Experiment 2: Higher Weight on the Refactoring Impact (α = 0.3)

This subsection shows the results of a first experiment with different weights, i.e., α = 0.3,
where the final effect (res function) has a greater relevance than the implied cost (rcmapping)
of the applied refactorings is presented in [CC09b, CC09a]. The weighted sum fitness function

used by both RSSGARef and RSSGAEnt Algorithms is F (
→

r ) = 0.3 · f1(
→

r ) + 0.7 · f2(
→

r ),

where
→

r= (r1, . . . , rt).
The experiment for the RSSGARef Algorithm shows good results in all 100 runs as quality

and number for the studied individuals populations and number of generations. A tendency
to breed better individuals in smaller population size has been observed, as it was noticed
for the α = 0.5 experiment too.

The solutions for the 20 individuals populations for the studied number of generations
keep their good quality, since the number of eligible chromosomes remains higher than any
individual population recorded by the experiment. Impact on the LAN Simulation source
code after the RSSGARef and RSSGAEnt Algorithms were run are presented too.

6.4.3 Experiment 3: Lower Weight on the Refactoring Impact (α = 0.7)

This subsection presents the second experiment run with different weights on the two ob-
jectives, for α = 0.7. This means the cost (rc mapping) of the applied refactorings is
more important than the implied final effect (res function) on the affected software entities
[CC09a]. The corresponding fitness function for the RSSGARef and RSSGAEnt Algorithms

is F (
→

r ) = 0.7 · f1(
→

r ) + 0.3 · f2(
→

r ), where
→

r= (r1, . . . , rt).
The best individual obtained by the RSSGARef Algorithm was for a 200 generations

evolution with 20 individuals population, where the best fitness value was 0.61719 (all indi-
viduals with the fitness > 0.53). For the RSSGAEnt Algorithm the highest fitness value was
0.16862, being recorded for a 50 generations evolution run with 20 chromosomes population
(with 98 chromosomes with fitness > 0.155).

For the RSSGARef Algorithm, the experiment results assessment reveals that they are
very much alike to the experiment with α = 0.3. This way, the best chromosomes for the
20 and 200 individuals populations runs cover the value ranges (0.54, 0.63), while for the
RSSGAEnt Algorithm the best fitness value range is smaller ((0.15, 0.17)), where the fitness
is distributed within all value ranges with some exceptions.
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Unlike previous run experiments for the RSSGAEnt Algorithm, the diversity among chro-
mosome populations is kept for the best and the worst individual. The worst individual
recorded for the 20 individuals populations with 50 generations evolution has the fitness
value of 0.12515 (27 chromosomes with fitness value < 0.13).

The RSSGARef and RSSGAEnt Algorithms applications to the LAN Simulation source
code are discussed too.

6.5 Discussion on the Applied Algorithms for the Refactoring Set Selection

Problem

Current section summarizes the results of the proposed RSSGARef and RSSGAEnt Algo-
rithms in Section 6.4 for three different values for the α parameter, i.e., 0.3, 0.5, and 0.7, in
order to maximize the weighted sum fitness function that optimizes the refactoring cost and
the refactoring impact on the affected software entities.

6.6 Results Analysis for the Multi-Objective Refactoring Set Selection Prob-

lem

This section analyzes the proposed solutions for the refactoring-based and entity-based solu-
tion representations (see Subsections 6.2.1 and 6.2.2). Both solution representations identify
a set of refactorings for each software entity to which it may be applied to.

The chromosome size within the refactoring-based approach is 6, i.e., the number of
studied refactorings, while the individual for the entity-based approach has 23 genes. The
recommended refactorings proposed by different runs and experiments does not shape a fully
homogeneous refactoring strategy for none of the studied solution representations.

The best individual was obtained by the refactoring-based approach (RSSGARef algo-
rithm), for a 200 generations evolution with 20 chromosomes population, having the fitness
value of 0.4793, while for the entity-based approach (RSSGAEnt algorithm) the recorded best
chromosome was obtained for a 20 generations evolution with 20 individuals, with a fitness
value of 0.17345. These solutions may be transposed from a representation to another, which
means their structure may be compared and their efficiency evaluated.

The idea that emerge from the run experiments was that smaller individual populations
produce better individuals (as number, quality, time) than larger ones, that may be caused
by the poor diversity within the populations itself. Large number of genes of the individ-
ual structure induces poor quality to the current entity-based solution representation. The
former one may be perceived as a large sized population within the entity-based solution
representation experiments.

Table 4 summarizes the solutions obtained for the studied solution representation together
with the goals reached by each of them. The number of achieved targets is computed based
on the recommended refactoring presence within the studied chromosomes genes.

Solution α Best chrom. Best Execution Number of achieved targets (%)
representation value (pop. size/ Fitness Time Data Method (2) Class

no. gen.) (1a) (2a) (2b) (2c) hierarchy
(3a)

Refactoring 0.3 20c/200g 0.33587 32secs 0 0 0 50 100
based 0.5 20c/200g 0.4793 36secs 60 50 50 50 50

0.7 20c/200g 0.61719 37secs 0 0 50 100 50

Entity 0.3 20c/200g 0.19023 61secs 80 50 100 100 50
based 0.5 20c/200g 0.17345 75secs 40 0 50 100 100

0.7 20c/50g 0.16862 19secs 0 50 100 100 100

Table 4: The best chromosomes obtained for the refactoring-based and entity-based solution
representation, for different α parameter values: 0.3, 0.5, and 0.7
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6.7 Evolutionary-Based Solution for the Refactoring Single Selection Prob-

lem

6.7.1 Genetic Algorithm-Based Approach

Similar to the MORSSP, the MORSgSP investigates the existing refactoring dependencies to
identify a single most appropriate refactoring for each software entity. The two conflicting
objectives are the same, i.e., to minimize the refactoring cost and to maximize the refactoring
impact. The constraints to be satisfied are the refactoring dependencies. Current approach
uses the weighted sum method together with a steady–state evolutionary model.

The proposed genetic algorithm approaches an entity-based solution representation for
the studied problem, denoted by RSgSGAEnt. The adapted genetic algorithm proposed in
[CC10d] was applied to a simplified version of the LAN Simulation source code too.

6.7.2 Entity-Based Solution Representation

Within the RSgSGAEnt algorithm solution representation presented in [CC10d], the decision

vector
→

r= (r1, . . . , rm), ri ∈ SR, 1 ≤ i ≤ m, determines the refactorings that may be applied
in order to transform the considered set of software entities SE. The item ri on the i-th
position of the solution vector represents the refactoring that may be applied to the i-th
software entity from SE, where ei ∈ SEri , 1 ≤ i ≤ m. The genetic operators used by this
approach are crossover and mutation operators.

6.8 Practical Experiments for the RSgSGAEnt Algorithm

The RSgSGAEnt algorithm was run 100 times and the best, worse, and average fitness values
were recorded. The parameters used by the evolutionary approach were: mutation probability
0.7 and crossover probability 0.7. The experiments include runs for 10, 50, 100, and 200
number of generations with 20, 50, 100, and 200 as number of individuals. Each following
subsection shortly presents the raw results and emphasize the impact on the class diagram.
The run experiments have worked with different values for the α parameter: 0.3, 0.5, and 0.7.
Therefore, the fitness function is rewritten within the formula F (

→

r ) = α·f1(
→

r )+(1−α)·f2(
→

r ),

where
→

r= (r1, . . . , rm).

6.8.1 Experiment 1: Equal Weights on the Refactoring Cost and Impact (α = 0.5)

A first experiment that proposes equal weights, i.e., α = 0.5, for the studied fitness function
[CC10d] is presented by this subsection.

In the 50 generations evolution experiments for 200 chromosomes populations the greatest
value of the fitness function was 0.3455 (with 38 individuals with the fitness > 0.33) while
in the 200 evolutions experiments for 20 individuals populations the best fitness value was
0.3562 (96 individuals with the fitness > 0.33), which is the best fitness value in the current
experiment.

The worst chromosome in all runs was recorded for a 200 individuals population for 50
generations evolution with a fitness value of 0.27005 (87 chromosomes with fitness < 0.283),
while in the 20 chromosomes populations with 200 generations evolution the worst individual
had the fitness value 0.2772 (11 individuals having the fitness value < 0.283 only). The
impact on the LAN Simulation source code after the RSgSGAEnt Algorithm application is
presented.
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6.8.2 Experiment 2: Higher Weight on the Refactoring Impact (α = 0.3)

A first experiment that works with different weights, i.e., α = 0.3, where the final effect (res
function) has a higher relevance than the implied cost (rcmapping) of the applied refactorings
[CC10d] is presented by this subsection.

The best chromosome in the entire experiment was obtained within a 100 generations run
within a 200 chromosomes population with the fitness value of 0.25272 (with 69 individuals
with the fitness > 0.233), while the best chromosome obtained for the 10 generations evolution
with 200 individuals populations had the fitness value of 0.24462 (34 individuals with the
fitness > 0.233).

Worst individual obtained by the current experiment has near values to the average in-
dividuals. For the 200 chromosomes populations with 10 generations evolution the worst
individual has the fitness value of 0.18495 (15 individuals with fitness value worse than
0.195), while for the 200 generations evolution runs with 100 individuals populations the
worst chromosome has the fitness value of 0.18907 (33 individuals having the fitness worse
than 0.195).

The grouping of the eligible chromosomes for the 50, 100, and 200 individuals populations
for small numbers of generations is visible. The solutions for the 20 individuals populations
for each studied number of evolutions keep their good quality, with a higher number of eligible
chromosomes. The RSgSGAEnt Algorithm application impact to the LAN Simulation source
code is presented too.

6.8.3 Experiment 3: Lower Weight on the Refactoring Impact (α = 0.7)

The second experiment with different weights was run for α = 0.7, where the cost (rc map-
ping) of the applied refactorings is more important than the implied final effect (res function)
on the affected software entities [CC10d].

In the 200 generations runs for 100 chromosomes populations the greatest value of the
fitness function was 0.44919 (75 individuals with the fitness > 0.425), while in the 50 genera-
tions evolutions experiments for 50 individuals populations the best fitness value was 0.45757
(65 individuals with the fitness > 0.425) which is the best fitness value obtained within the
current experiment. The RSgSGAEnt Algorithm application impact to the LAN Simulation
source code is presented too.

6.8.4 Discussion on RSgSGAEnt Algorithm for the Refactoring Single Selection
Problem

The results of the proposed approach from Section 6.7 for three different value of the α

parameter, i.e., 0.3, 0.5, and 0.7, are summarized and discussed by the current subsection.
In small populations (with few individuals) the reduced diversity among chromosomes

may induce a stronger competition compared to large populations (with many chromosomes)
where the diversity breeds weaker and closer individuals as fitness value quality. As the
run experiments revealed it, after several generations smaller populations produce better
individuals (as number and quality) than larger ones, due to the reduced population diversity
itself.

Table 5 summarizes the solutions obtained for the studied solution representation together
with the goals reached by each of them. The number of achieved targets is computed based
on the recommended refactoring presence within the studied chromosomes genes.
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Solution re- α Best chrom. Best Execution Number of achieved targets (%)
presentation value (pop. size/ Fitness Time Data Method (2) Class

no. gen.) (1a) (2a) (2b) (2c) hierarchy
(3a)

Entity 0.3 100c/200g 0.25272 64secs 100 50 50 50/100 100
based 0.5 20c/200g 0.3562 14secs 100 50 50 100 100

0.7 50c/50g 0.45757 9secs 100 50 0 50/100 100

Table 5: The best chromosomes obtained for the entity based solution representation, for
different α parameter values: 0.3, 0.5, and 0.7

6.9 The MORSSP and MORSgSP Solutions Analysis

The MORSgSP represents a special case of the MORSSP, where the corresponding artificial
intelligence-based solutions are approached by Sections 6.3 and 6.7. The former one identifies
a single refactoring that changes a software entity that satisfies the established constraints
in the most appropriate way, while the latter identifies a set of possible refactorings for each
software entity.

The best individual obtained for the run experiments for the MORSgSP, i.e., a 20 chro-
mosomes population with 200 generations evolution, was transposed to the refactoring-based
solution representation of the MORSSP. The resulted individual has the same fitness as in
the original form (0.3562). The best chromosome recorded for the MORSSP experiments, is
obtained for a 20 chromosomes population with 200 generations evolution too. But, it cannot
be transposed to the solution representation presented in Section 6.7, since there are several
refactorings suggested for each entity.

First, a refactoring may be applied to more than one software entity, as the r6 (AddPa-
rameter refactoring) which is applied to the m8 (print method) from c3 (PrintServer class)
and m11 (save method) from c4 (FileServer class). Second, r1 (RenameMethod refactoring)
is then applied for the same methods in order to highlight the polymorphic behaviour of the
new renamed method process. This means there are at least two refactorings that have to be
applied to the methods referred here (print and save). Thus, the multiple transformations
of software entities cannot be coded by the solution representation proposed by Section 6.7.

The RSgSGAEnt algorithm (see Subsection 6.8.1) allows information hiding by suggesting
the refactoring for field encapsulation. But the solution representation does not allow to apply
more than one refactoring to each software entity. This results in the lack of possibility to
apply some relevant refactorings to software entities [CC11].

For the solution proposed by the RSSGARef Algorithm with α = 0.5, the fitness value of
the best chromosome (0.4793) is better than the value of the approach discussed in Section
6.8, while it suggests to apply more than one refactoring to a single software entity.

6.10 Conclusions and Future Work

This chapter has advanced the evolutionary-based solution approach for the MORSSP and
the MORSgSP. Adapted genetic algorithms have been proposed in order to cope with a
weighted-sum objective function for the required solution. Two conflicting objectives have
been addressed, as to minimize the refactoring cost and to maximize the refactoring impact on
the affected software entities. Different solution representation were studied and the various
results of the run experiments were discussed and compared.

The chapter is based on the following papers [CCV09a, CCV09b, CC09c, CC09b, CC09a,
CC09e, CC09d, CC10a, CC10d, CC11]. Further work may be done in the following direc-
tions: different and adapted to the refactoring selection area crossover operators may be
investigated; the Pareto front approach may be studied further.
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7 Conclusions and Future Research

The intent of the present PhD thesis was to advocate the idea that refactoring techniques
play an increasing part in software engineering, taking benefit on an active research area.
The aimed goal and objectives of this research are met as supported by this thesis.

The main contributions of this thesis target three of the six activity steps identified
for a complete refactoring process, as: choosing the appropriate refactorings to be applied,
refactoring effect assessment on quality characteristics of the software, and maintaining the
consistency between the refactored program code and other software artifacts. Possible de-
velopments and new research directions were suggested for each original approach addressed.

Refactoring Selection
The thesis approaches the activity of appropriate refactorings identification within various

contexts. The appropriate refactoring selection within different sized software is a stimulating
research problem. Software entity dependencies and refactoring dependencies are the basic
intriguing elements that drive the research within this domain.

Different multi-objective refactoring selection problem are formally investigated, as: the
refactoring set selection, single refactoring selection, refactoring sequence selection and refac-
toring plan building problems are defined. New multi-objective formulations using conflicting
objectives to optimize were addressed, as: to minimize the required refactoring cost and to
maximize the refactoring impact on software entities, within the corresponding problems.
Moreover, new strategically aspects related to the refactoring plan building process based on
the management leadership decision were advanced too.

For the Refactoring Set Selection Problem and its special case the Refactoring Single
Selection Problem an evolutionary-based approach was investigated here. Refactoring-based
and entity-based solution representations for different genetic algorithms were proposed. In
order to compare the various results of the run experiments, a new goal-based assessment
strategy for the selected refactorings was proposed. A steady-state genetic algorithm applied
used the weighted sum method to aggregate the conflicting objectives and adapted genetic
operators to the refactoring selection.

Future work. For the various refactoring selection problems formalized within this the-
sis, there is a number of directions where the research may follow. An important aspect of
the refactoring plan building problem is to follow the approach with the parallel refactor-
ing sequence composition. New notations such as multi-junction points that provide multi-
connection points between different refactoring sequences, resulting in parallel refactoring
selection have to be defined. A thoroughly study on the junction points may be advanced
further, as they may represent refactoring sequences intersection points.

Based on the different criteria used in refactoring plan building process by the manage-
ment leadership, different refactoring strategies may be shaped. Therefore, refactoring plan
building principles may be enounced and described. Research on the strategic refactoring
plans configuration may address the possibility to setup a model that may highlight different
scenarios, relations, and building methods for different refactoring stories.

Different and adapted to the refactoring selection area crossover operators may be in-
quired. The Pareto front may be studied further in order to analyze the best chromosomes
for the addressed multi-criteria and conflicting objective problems. Other aspects to achieve
would be to run different experiments on relevant and real world software systems. Moreover,
different solution approaches to the MORSqSP and MORPBP have to be tackled.

A tool setup that will gather the required input data for the addressed software sys-
tem represents, a key step within refactoring-based search software engineering field, will be
developed.
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Refactoring Impact Formalization and Assessment
The refactoring impact on the internal structure representation as AST was investigated

by this thesis too. Therefore, the refactoring impact on the internal program structure
representation was expressed as the affected node and edge number within the studied AST,
following the proposed formalisms. The new impact-based refactoring description was applied
for several relevant refactorings, as: MoveMethod, MoveField, ExtractClass, and InlineClass.

Refactoring impact assessment on internal program quality may be used to indicate the
transformation necessity through refactoring application. Software metrics have become an
essential instrument in some disciplines of software engineering. They are used to assess the
quality and complexity of software systems, as well as getting a basic understanding and
providing clues about sensitive parts of software systems.

A formal description of a consistent set of software metrics was introduced based on the
refactoring impact previously advanced. The addressed software metrics were grouped in
four categories, as: coupling, cohesion, complexity, and abstraction.

A proposed technique for the analysis of the refactoring impact on the internal program
quality through software metrics was introduced. It consists of a five steps strategy applied to
address the glide within a software metric value range after specific refactoring application.
It investigates the set of the goals chased by the developer within the refactoring impact,
the list of refactoring impact categories, and the assessment rules applied to obtain the
final refactoring impact on the internal program quality through metrics. Two didactic
experiments were run in order to validate the approach.

The proposed classification of the refactoring impact based on the developer intention
provides a prior to application feedback to the developers, on the chosen refactorings. Thus,
they are able to predict the internal quality slide determined by the refactoring applications.
Two limitations of the approach were identified and immediate solutions were advanced.

Future work. The research focused on the refactoring impact and its assessment may
be driven by the several aspects in the future. A new catalog with the formal refactoring
impact on the internal structure representation as AST for a set of relevant refactorings, from
different categories may be build. It may be used as a starting element to build a refactoring
strategy based on different internal quality attributes.

Different compound refactorings may be further analyzed in order to identify the basic
refactoring impact for its components. Moreover, such analysis may reveal that primitive
refactorings that are a part of a larger one may reverse the impact on another refactorings
applied. The current AST representation limitations in describing complex refactorings may
be removed by extending it with appropriate notations.

The refactoring impact-based analysis for the internal program quality needs further val-
idation. It may be achieved by following the already addressed approach of validating it at
theoretical level and practical level as well. Therefore, additional analysis on real world case
studies is required, in order to verify the refactoring impact for the set of refactorings and
the set of software metrics investigated.

A future step in this area research is to build a tool that encloses all the approach char-
acteristics. A validation approach using the build approach is a subsequent track that will
be achieved. Comparison with similar existing tools will be addressed. The automation of
the refactoring impact analysis process may be bounded to the developed tool.

Other aspects that need further detailed examination are the possible limitations of this
analysis approach, as how they may reduce the number of internal program quality metrics
on which the refactoring impact can be assayed. Thereafter, catalogs of software metrics for
which the proposed approach may not be applied due to the insufficient model information
have to be build. Formal definitions for the identified code duplication types within a class
hierarchy may be introduced in the future.
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Consistency Maintenance
Another aspect addressed here is related to the consistency maintenance between the

refactored program code and other software artifacts. Research within conceptual modeling
reveals the possibility to integrate the refactoring process in the analysis development phase.

In order to cope with different variability types, a biological evolution-based model was
proposed. Specific refactorings were suggested to shift between ontogenic conceptual models,
while forward conceptual abstraction and conceptual specialization are advanced to achieve
phylogenic evolution between conceptual models.

Various aspects like the conceptual model and the transformations between variants as
refactoring, forward conceptual abstraction, and conceptual specialization are formalized.
The biological evolution processes identified when shifting between conceptual models are
formally defined. Finally, the three types of conceptual variability are modeled as ontogenic
and phylogenic processes.

Future work. The research within the conceptual modeling variability domain may be
guided by several directions. The effort required to switch between conceptual models may
be estimated and a model to assess the migration process between different variants based on
established criteria may be developed. The appraisal criteria may follow the two folded way
of quality assessment, as the internal quality and external quality for the studied variants.

Another direction is related to the refactoring application contribution within the switch-
ing process between different conceptual models. Subsequently, the external quality attributes
may be assessed, starting from transformations imposed by the applied refactorings.

A thoroughly study of the switching process between horizontal abstraction variants may
be addressed in the future too. The ontology-based conceptual modeling in order to achieve
the migration in the horizontal abstraction variability represents a new research field con-
nected to the refactoring process.

The Local Area Network Simulation Problem, the Data Structure Class Hierarchy Problem
and an extract from a Didactic Activity Management Problem are used as case studies to
emphasize different aspects related to the applied refactoring within our research.
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