DYNAMIC RELOCATION OF DATA FRAGMENTS IN A DISTRIBUTED DATABASE

PhD Thesis - summary

PhD Student: Manuela (Horvat) Petrescu
Scientific advisor: Prof. Univ. Dr. Leon Țâmbulea

Cluj-Napoca 2010
Abstract

In the research activity as in the production one, the distributed technologies speedup in gaining ground in expense of the centralized databases. If centralized databases designing can be done most of the times by following a set of rules, in the case of distributed databases the designing is a little bit different. Designing a distributed database is a complex process as the fragmentation and allocation procedures (for data fragments and for their rights) should use data analysis and a cost function evaluation. These processes are in general too complex to be solved manually, and the results obtained do not reflect the amount of effort involved in elaborating them. The present paper proposes heuristic algorithms for reaching the optimal state for a dynamic distribution of the fragments in the nodes of a distributed database. These algorithms include a reallocation algorithm, a recovery algorithm, but also clearing algorithms: on each node, as a centralized one.

Data access patterns change in time, so the design of a distributed database should change to meet the patterns changes and requirements in order to obtain the optimal state. Changing and redesigning a distributed database is costly, and is as predictable as the user's access pattern changes. In this aspect the proposed algorithm brings innovation through the dynamic characteristics – it redesigns and change the data fragment allocation according to the user needs. The statistics proposed in the system help determine the data access patterns and are used in determining if the reallocation of the data fragments is optimal.

New software metrics based on the system's statistics are defined and introduced to assess the efficiency of a reallocation data fragment (paragraphs: When reallocation is optimal – case A: a balanced system and case B: a non-balanced system).

The proposed clearing algorithms keeps the system storage needs to the minimum space as it deletes not used or less used data from each node in order to obtain storage space. The clearing algorithms run when the available storage space is below a specific limit, or other node specific conditions are fulfilled). The main clearing algorithm runs in a centralized manner performing fragments reallocation, changing data fragments rights, so on.

The recovery algorithm takes care of the recuperation of the falling nodes and also takes care of the system partitioning cases.
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Introduction

Motivation

The business environment has an increasing need for distributed database (in expense of the centralized database) and the desire for reliable, scalable and accessible information in client/server applications is steadily rising. Distributed database systems provide an improvement as the data access is faster, and a single-point of failure is less likely to occur. However, there is the complexity problem that arise when attempting to manage and control distributed database systems, and the transparency problem – how to provide the appearance of a centralized database system. Also, when adding capacity, applications should not need to be cluster aware because the cluster-aware applications have to change as your volume of data and distribution changes. Cluster-aware applications do not just require code changes as the cluster grows: they also need to be tested, go through the Quality Assurance (Q/A) process, be deployed, certified, and so on. This can cause weeks of coordination efforts across the enterprise and inevitably drains the infrastructure from resources that can be better used elsewhere.

The distributed database seems to be the solution to these problems even if they are sometimes hard to implement due to a set of factors such as complexity and cost. Even so, the main companies announced distributed database solutions: Oracle RAC, IBM DB2, SQL Server2008 Federated DB (named FederatedDB). At a closer look, an interesting fact appears: some of these distributed databases are only partially distributed as they have multiple servers that share a common storage. The storage remains centralized in OracleRAC and in IBM DB2 PureScale. These databases offer a good solution for server failures; however, by themselves offer no protection against disasters or storage failures. Even if the FederatedDB offers a truly distributed database (with multiple servers and storages), it does not offer by itself a good solution for storage failures as the data is only fragmented and not replicated.

In this thesis is proposed a method for dynamic distribution for the fragments of a distributed database (multiple storages and servers) and a method for dynamic allocation for the access rights for these fragments. The data is replicated in at least two replicas in the proposed model- assuring in this manner the backup.

The novelty of this model is represented by its dynamic characteristics: the data distribution is changed according to the user access patterns to offer the highest availability with the smallest cost. In this aspect a whole model is proposed: transaction processing procedures, clearing and reallocation procedures, recovery and deadlock detection & preventing procedures. Also, the cost of the model expressed in network cost, reallocation cost, execution cost, so on was always a concern as the model is wanted to be not only dynamic but also less costly and to make database management easier, more flexible and more cost-effective. The goals of the proposed model were always in sight when elaborating the model's algorithms and can be summarized:

- Dynamic reallocation of the data
- Improved reliability and availability
- Improved performance
- Minimal storage capacities and costs
- Minimal communication costs
- Dynamic storage administration
**Characteristics of the Proposed Model**

**Scalability**
In the old days, when a database server was running out of capacity, it was replaced with a new and larger server. As the servers grow in capacity, they get more expensive. For the applications running on the proposed model implementation there are alternatives to this solution: add a new server to the cluster and as soon as the new instance is started, the application can take advantage of the extra capacity. The distributed architecture accommodates to rapidly changing businesses requirements and to the resulting workload changes.

**Storage Management**
Database administrators face many challenges in the area of storage management. With the rapid growth in database size and the demand for up-time continuing to increase, taking the database off-line to perform maintenance operations such as changing disk configuration is becoming increasingly difficult to schedule. The Recovery procedures presented in the proposed model provide the solution for these storage management challenges by automating the entire function. All an administrator has to do is to allocate a set of storage devices to a database instance and the model takes care of the rest. It automates the placement and the replacement of the database files and spreads data across all available storage resources to optimize performance.

**Proactive Space Management**
The model provides proactive space management capabilities with its space monitoring, clearing and space trending features. If the available space usage crosses a user-defined limit, or if the processes cannot run properly in the available space, the model will obtain the needed space by taking corrective measures: it runs the clearing algorithm and deletes the rarely accessed data (with the mention that at least two copies of a data having write permission must exist in the system). Also, the amount of the data that could be deleted to gain space can be set either in terms of percentage (i.e. the 10% less used data fragments) or fixed (a fixed number of data fragments).

**Loading Distribution**
The proposed model offers loading distribution features (when the query is resend to other node, or in sql operations such as bulk insert). In resending the query, the model selects the node with the best response time - in this manner are taken into consideration the network traffic and also node loading and processing capacities.

**Ensuring SQL Performance**
In the each node of the network are stored the most accessed data fragments - so for the most of the queries the data is highly available and the additional network performance is minimal. This high degree of availability is reflected in sql performance. In order to optimize even furthermore, it should be applied optimization algorithms for distributed databases.

**Backup**
The model offers protection against disasters and storage failures using the data fragments replication and the procedures that ensure a minimum number of replicas for each data fragment. Each data fragment is replicated in at least two replicas. The model is highly configurable and allows the database administrator to set the minimum number of the replicas (a number not smaller than 2). The model procedures increase the number of replicas when one site is down in order to assure the minimum number of the requested replicas.
**Intelligent Recovery**
The recovery procedures for a node offer a fast and complete recovery, updating the database structure, the data fragments (their values and rights) as well as the database catalogs without requiring database administrator intervention.

**Easily configurable policies**
It should be easy for the database administrator to change the behavior of the model – the model is highly configurable and is parameterized so it can fit the requirements to any running application.

**Conclusion**
A simple sentence can conclude: the model proposed in this thesis is not only innovative but can also be efficient, configurable, easy to manage and cost efficient; the model implementation would have all the characteristics mentioned before.
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1. Distributed Database

A distributed database can be defined [Ta03, Öz99] as a collection of interconnected databases that ensure the transparency for a user; so, as regarding usability, a distributed database is not different from a centralized one. A distributed database has much to offer in terms of availability and fast data access, architecture independence but it also raise some problems regarding the management complexity, lack of standards, etc. [Öz99, Ro09, Ku09].

In a distributed DBMS, a relational table can be divided into two or more distinct partitions/fragments. The partitions can also be replicated, and this feature causes problems in concurrent access and in the management of the distributed databases. [Ta03, Öz99]. The fragmentation represents the partitioning of a global relation \( R \) into the fragments \( R_1, R_2, \ldots R_n \), which contain enough information to recover the \( R \) relation [Ta03, Da04]. The fragmentation types are: horizontal, vertical and mixed.

2. Model presentation

2.1. Introduction – general considerations

The model is based on the following ideas and considerations: a distributed database, a collection \( C \) of fragments, each fragment is replicated in at least two replicas having a read or write right in each node. The idea this thesis is based on is the following: the replicas will dynamically change their rights and their allocation in the nodes of the database according to the user’s access patterns [TaHo08].

Let's note with:
- \( D \) - a data fragment from the \( C \) collection, and with
- \( C(N) \subseteq C \) – the set of fragments contained by collection \( C \) that are located on the network node \( N \).

In the proposed model it's considered that:
- The set of fragments \( C(N) \), and their distribution in the network’s nodes can be changed dynamically for each node \( N \) in the database
- A fragment \( D \) stored in the node \( N \), can have either write or read permission in the node \( N \). The same data fragment \( D \) can have a different permission in a node different from \( N \).

Due to the propagation cost and update cost involved in updating a replicated data, the management of a fragment \( D \) having write permission is more expensive than the management of the same fragment having read permission, so the goal is to have as few write permissions as possible, but enough to sustain a certain number of node failures. The model should not replicate all the data on all the fragments (with read permission), as this will imply having large storage capacity on each node (in this manner, is lost one of the advantages of a distributed database).

2.2. Description– model image

The model can be seen as an upper layer of the DBMS, as an extension of the DBMS that uses the current features and facilities. The innovations in this model are represented by the way the
write and read transactions are treated and by the change permissions mechanism. The proposed model implies changes in the central management algorithms, as in the processes on each node, but does not interfere with the protocols used in data blocking, or transaction management (2PL). The following image visualizes the model:

![Fig.1 Model representation](image)

The database in the proposed model can run if one of the central processes fails, all central processes (except the central clearing) are not related to a node- so there is no specific node where they are run. In case of running node failure (or other reasons), the central clearing process can be restarted on a different node from the database. In each node, the model specific processes are responsible by running the node clearing process, the recovery, the update processes.

### 2.3. Model specific information and Database catalog

Data access patterns are determined in order to allocate properly the data and to obtain an optimal model. Statistical parameters are used to monitor accessed data in each node; the clearing and reallocation algorithm (for example) will use them in taking the reallocation and delete decisions. The parameters are stored in each node in the database catalog. [TaHo08, TaLHo08]:

**Model statistical information**

\[ R(N, D), W(N, D) \]

\( R(N, D) \) represents the number of read/write requests received by the node \( N \), for accessing the fragment \( D \) for reading/writing (it makes no importance if the fragment is stored or not on the node \( N \), or if the request is forwarded to other node).

\[ W1(N, D) \]

\( W1(N, D) \) represents the write requests number received by the node \( N \) for accessing the fragment \( D \) which is not stored on the node.

**Model specific parameters**

\[ W_{Max}, W_{Min} \]

\( W_{Max} \) and \( W_{Min} \) are global parameters and represent the minimum/maximum number of nodes where a data fragment can be saved having write permission.

\[ W(D) \]

\( W(D) \) represents the number of nodes where a data fragment \( D \) has write permission.
**P(N)**

\( P(N) \) is specific to each node and represents the maximum period of time that must be elapsed between two consecutive runs of the clearing algorithm.

**Function cond(N, D, Pa)**

\( Cond (N, D, Pa) \) is a function/condition, defined in each node \( N \) and is used to decide the access permission \( Pa(read, write) \) for fragment \( D \) stored in the node \( N \). This function will be determined using a set of factors such as: the available memory on the node \( N \), the current loading, so on.

**Replica Location- RL(N, D)**

Every node should be able to locate all the replicas of a data fragment. In the database catalog in each node \( N \), for each data fragment will be stored the fragment’s replicas locations and the rights of these replicas (read/write).

**Maximum update time a read-only replica- MaxUT**

MaxUT is a global parameter and is used to assure that all read replica are updated in a specified amount of time. It is used only for critical data, as its excessive use increase the network traffic and decrease the efficiency.

**The number \( k \) of data fragments deleted in the central clearing process**

It specifies the number of fragments that would be deleted in the central clearing and reallocation process.

**The number of data fragments \( x \) deleted in the node's clearing process**

The parameter \( x \) is used in the clearing process in a node for determining the fragments that would be deleted. All the data fragments for which the read/write number of access is below this limit \( x \) will be deleted.

\[ R(N,d_i) < x \text{ sau } W(N,d_i) < x, \]

**Proposed initial values**

**W_Min** - \( W_{Min} \) parameter can be set to a value equal with 1, but for reliability reasons is recommended to be greater or equal with 2. \( W_{Min} \) parameter should also be related to the database characteristics: in small distributed databases (when the total number of nodes is below a certain limit) it is enough to exist only 2 replicas, in large databases (hundreds or thousands of nodes), only two replicas with write permission might be not enough [Gh03, Va07].

**W_Max** – The greater is the number of write permissions, the greater is the update cost. It is not recommended to have too many write permissions for a data fragment. Based on the recommendation of [We02, Gh03], is proposed a default start value of 3.

**P(N)** – It should be specified according to the database specifications and according to the data access patterns. The period of time should be determined according to a set of factors: the geographic areas where the nodes are located and to factors that depend on each application: the maximum or minimum loading time, for example.
Parameter k – it specifies the number of replicas deleted in the global clearing process. For example, a rate of 20-25% would provide a good clearing rate (after two or three runs of the clearing process, the number of not used replicas would be almost half of the initial number).

2.4. Model behavior

The scope of each database is to resolve the received requests: read requests and write requests. According to the request type and to take advantages of the read requests, the database performs in a different manner in order to execute it. In a centralized database, each request \( q \) needs a set of data fragments in order to be resolved; each set is combined with other sets and the result is sent to the user. In a distributed database not all the necessary data fragments are stored on the same node [Da09]; when solving a request \( q \) should be taken into consideration the localization of the data fragments \( r(q) \). In the proposed model, the read replicas of a data fragment are updated asynchronously, a solution with benefits but also with drawbacks [Yo08, Ed97, CaDo09, St09].

Having the read fragments updated asynchronously raise a question: how to assure that all the data from the table is parsed when solving a request? (The problem is raised especially for inserted/deleted data). The solution would be to have one or two master table that would be always up to date (their update would be part of the write transaction), and each node should interrogate these nodes to check if updates were performed. This method involves network traffic and it also presents a potential risk: the nodes where the master tables are stored to become bottlenecks in the model. A better solution [Pu91] would be using the “dirty” messages.

When an update/insert transaction starts, it should send “dirty” message notifications to all the read replicas of the data involved in the updates. The “dirty” mark would be removed when the updated value is received by the read replica. For the insert/delete operations, the “dirty” notifications messages should be applied on the table. For tables with critical information, the MaxUT parameter can be used – see MaxUT definition.

According to the data fragments localization, two major situations can occur in solving a read request \( q \) that arrived on the node \( N \) [TaHo08]:
- Case 1. All the required fragments \( \{d_i, | d_i \rightarrow q, i=1..k\} \), are stored on the node \( N \)
- Case 2. One or more fragments are not stored on the node \( N \).

In write requests, according to data fragments localization, similar cases can occur:
- Case 1. All the required fragments \( \{d_i, | d_i \rightarrow q, i=1..k\} \), are stored on the node \( N \) and they have write permissions
- Case 2. One or more fragments are not stored on the node \( N \), or they don't have the necessary write permission:
  - The fragments with read only permissions stored in the node \( N \) can change permissions from the read permission to write permission if certain conditions are fulfilled.
  - The request can be sent to other node that has write permission for the data fragments that has to be updated.
  - For the fragments that cannot be updated in the node \( N \), the update request is sent to the node \( N1 \) that stores the primary copy/replica of the fragment \( D \), which performs the update.
2.5. Fragment's reallocation

Reallocating in the model - Case A: a balanced system
Reallocating of a write permission between two nodes should be performed only if the difference between the solving cost and the reallocation cost is greater than zero [Ho08].

In the first approach, it's considered that the system is balanced and all the nodes perform in the same manner. It's also assumed that the latency between two nodes is constant and is equal with \( \Delta \). Other notations:
- \( Tu \) - the time required to update a data fragment \( D \) on a node \( N \)
- \( n \) – total nodes number in the database network

The reallocation of a replicated data fragment \( d \) from node \( N \) to the node \( N1 \) is needed when:
- The number of updating requests received by node \( N1 \) is larger than the number of requests received directly by node \( N \) (so \( W(N1, d) > W(N, d) \)) and
- The transfer cost is smaller than the difference between the cost of the request received from the node \( N1 \) and sent to \( N \) and the cost of the request that will be received from the node \( N \) and sent to \( N1 \).

These conditions can be mathematically described, and the following results are obtained (the update time of a data fragment is small, so it can be considered that \( Tu \to 0 \)):

- The Total Cost (\( Tc \)) for reallocation a data fragment is:
  \[
  Tc = 2 \times \Delta \times n + 2 \times \Delta \times W(d) - 4 \times \Delta
  \]

- Cost Difference (\( Dc \)):
  \[
  Dc = 2 \times \Delta \times (W(N1, d) - W(N, d))
  \]

The second condition for optimal reallocation can be written as:

\[
Tc < Dc \iff W(N1, d) > W(N, d) + n + W(d) - 2
\]

In conclusion, the replica transfer is recommended and is optimal when the difference between the update request numbers from nodes \( N \) and \( N1 \) is larger than the total number of nodes plus the number of write replicas minus 2 [Ho08].

Reallocating in the model – Case B – A no balanced system

In the second approach (a more realistic one), it's supposed that the system is not balanced and the nodes require different time for reading/writing the same set of data. Also is assumed that the latency between the two nodes depends on the network, and the node loading is not constant. A matrix \( C \) containing the latency and transfer cost between the nodes will be used to decide when the reallocation is optimal (\( Tu \) and \( n \) have the same meaning as in the case A):

- \( c_{P,Q} \) \( | \) \( P,Q \text{ nodes in the database} \), and \( c_{P,Q} \) represents the latency cost between the nodes \( P \) and \( Q \) from the database. Notice that:
  \[
  C_{P,Q} = c_{Q,P} \ ; \ P,Q \text{ nodes in the database}
  \]
The cost of notification replicas with write permission and to obtain the answer is:

\[
WriteReplicaCost: \\
RW(D) = \{Q; Q \text{ contains a write replica of data fragment } D\} \\
Wrc = 2 \left( \sum_{Q \in RW(D)} c_{N,Q}; Q \text{ contains a write replica of data fragment } D\right)
\]

The cost of notification replicas with read permission to actualize their value is:

\[
ReadReplicaCost: \\
RR(D) = \{P; P \text{ contains a read replica of data fragment } D\} \\
Rrc = \left( \sum_{P \in RR(D)} c_{N,P}; P \text{ contains a read replica of the data fragment } D\right)
\]

Using the optimal reallocation conditions mentioned in the case A – a balanced system, the following result is obtained (where \(P/Q\) are nodes that contain a read/write replica of the data fragment \(d\)):

\[
2(\sum_{Q \in RW(D)} c_{N,Q} + \sum_{Q' \in RW(D)} c_{N',Q'}) + \sum_{P \in RR(D)} c_{N,P} + \sum_{P' \in RR(D)} c_{N',P'} < 2(\sum_{Q \in RW(D)} c_{N,Q} + \sum_{Q' \in RW(D)} c_{N',Q'}) \cdot (W(N1,d) - W(N,d)) ;
\]

3. Model algorithms

3.1. Requests solving algorithms

The requests solving algorithm has the role to decide how to solve it according to a set of factors such as the request type: a read or an update request, the permissions of the fragments, the fragment’s location, so on.

According to the fragment’s locations and permissions, the algorithms deal with two situations:

- All the data fragments required by the transaction are stored in the node where the request was made and have the corresponding permission (i.e.: for an update request, all the data must have write permissions).
- When one or more fragments required by the transaction are not stored in the node where the request was made or they don't have the corresponding permission.

All the data fragments are stored in the same node.

The first and simplest case is when the set of fragments required by the request \(q\) is stored in the same node, the MaxUT parameter was not set and all the data fragments have the permissions required by the request \(q\) (even so, the check for “dirty” data should still be performed). A request \(q\) received by node \(N\) needs to access a set of fragments:

\[
r(q) = \{d_i, i \in I_q \} \subset C(N)
\]
The algorithm in this case can be formalized as following:

If \( r(q) = \{ d_i | i \in I_q \} \subset C(N) \) and \( r(q) \) has the permission required by \( q \) Then

If \( q \) is read request Then
  // check for dirty status
  Boolean dataIsDirty = true;
  While (dataIsDirty) Do
    dataIsDirty = false;
    For each \( d_i; d_i \in N, i=1..k, \) Do
      dataIsDirty = dataIsDirty or (\( d_i \) is dirty)
    End For
  End while
Else
  For each \( d_i; i \in I_q \) do
    For each \( N_k; N_k \in RL(N, d_i) \) and \( (d_i \) has read permission in \( N_k \) ) Do
      send "dirty" message
    End for
  End for
End If

Execute \( q \);

// update system parameters, send last values for write requests
If \( q \) is read request Then
  For each \( d_i; i \in I_q \) do
    \( R(N, d_i) = R(N, d_i) + 1; \)
  End for
Else
  For each \( d_i; i \in I_q \) do
    \( W(N, d_i) = W(N, d_i) + 1; \) // \( q \) is write request
    // send last value to read replicas
    For each \( N_k; N_k \in RL(N, d_i) \) and \( (d_i \) has read permission in \( N_k \) ) Do
      send \( d_i \)
    End for
  End for
End If
End If

Fragments with invalid permission or stored in different locations

The second case is when the at least one fragment from the set of fragments required by the request \( q \) is stored on a different node or when at least a data fragment does not have the permissions required by the request \( q \) in the node \( N \) (i.e.: \( q \) is an update request, but the data fragment in the node \( N \) does not have the write permission). Formalizing this:

If exists at least one fragment \( d_j; 0 < j <= i \) and the set \( r(q) = \{ d_i | i \in I_q \}; \) with \( d_j \not\subset C(N); \) or exists at least one fragment does not have the required permission (i.e. the fragment has a read permission and the request needs a write permission), then the following algorithm will be used:
//Read Requests:
If q is read request Then

//transfer data fragments to the node N
For each d; 0 < j <= i, r(q) = { d | i∈I_q }; d∉C(N); do
    Select N_i using RL(d_j);
    Transfer d_i to N_i
    If cond(N, d, read) Then //there is empty storage, ...
        store d_j on N
        R(N, d_j) = R(N, d_j) + 1;
        update RL(d_j);
    End If
End For

If (MaxUT isValid) Then
    For each d; i∈I_q do
        If (currentTime – lastUpdateTime(d_i) > MaxUT ) then
            Update d_i;
            lastUpdateTime(d_i) = currentTime;
        End If
    End for
End If

//check for dirty status – data being updated
Boolean dataIsDirty = true;
While (dataIsDirty) Do
    dataIsDirty = false;
    For each d_i; d_i∈C(N), i=1.. k, Do
        dataIsDirty = dataIsDirty or (d_i is dirty)
    End For
End while

Execute q;
End If

//Write Requests
If q is write request Then

For each d; 0 < j <= i, r(q) = { d | i∈I_q }; d∉C(N);
// d_j should have write permission in the node N
    Select N_i using RL(d_j);
    // the write request number on N is greater than on N_i
    If W(N, d_j) > W(N_i, d_j) Then
        If W(d_j) < W_Max and cond(N, d, write)Then
            //increase the number of write permission replica
            store d_j on N;
            W(N, d_j) = W(N, d_j) +1;
            update RL(d_j);
        Else If (reallocationIsOptimal
            and cond(N, d, write)) Then
            //move d_j with write permission from N_i to N
            store d_j on N;
        End If
    End If
End if
remove \( d_i \) on \( N_1 \)
\[
W(N, d_i) = W(N, d_i) + 1;
\]
update \( RL(d_i) \);
End If
End If
End For
For each \( d_i \); \( i \in I_q \) do
    For each \( N_k \); \( N_k \in RL(N,d_i)\) and \( d_i \) has read permission in \( N_k \) Do
        send “dirty” message
    End for
End for
Execute \( q \); // using Regular algorithm for updating in DDB
For each \( d_i \); \( i \in I_q \) do
    // \( q \) is write request; number of write operations is updated
    \[
    W(N,d_i) = W(N,d_i) + 1;
    \]
    //send last value to read replicas
    For each \( N_k \); \( N_k \in RL(N,d_i)\) and \( d_i \) has read permission in \( N_k \) Do
        send \( d_i \)
    End for
End for
End If

Observations:
- The selection of the node \( N_1 \) (necessary for obtaining data fragments) from the set of nodes in the fragment’s replica location (RL), should take into consideration the best response time. So the selected node: \( N_1 \) would be the node with the best response time. In this way, the node \( N_1 \) capabilities and loading as the network delays are taken into consideration.
- The “dirty” messages might depend by the type of the operation: if it is a data fragment update operation the read replicas will be informed, if it is a delete or an insert operation, then the “dirty” message should involve the whole table.
- The check for \( MaxUT \) parameter is performed only in read requests due to the fact that the write replicas of a data are always up to date, and should be performed only for extremely critical data.
- In determining if the reallocation is optimal, the previous mathematical results can be used, simplifying the computing.

Optimizations: Determining a better cost effective node to forward the request
In the algorithms detailed in the above paragraphs, the read requests are solved in the node \( N \) where they were received. This fact implies transferring over the network large amounts of data (for the data fragments that were not stored in the node \( N \)). The step would generate network traffic and additional cost. On the other hand, keeping copies of all the data fragments in all the nodes would need large storage devices and it would not be cost effective. A better cost effective node must be found and for this, the algorithms from section “Redistributing fragments in the model” will be used.

Optimizations: Using read requests statistics
On optimization solution is based on analyzing the read requests and determining repetitive patterns in the queries and redesigning data fragments using them. For example: If most of the queries in a node $N$ for table $students$ refer to students with the $avgMark < 6$, the data fragments from table $students$ should be stored in different locations according with the value from the field $avgMark$ (less than 6, or greater than 6).

**Optimizations: Using Round Robin for bulk inserts**

In a database optimization process each an I/O operation is important due to the fact that it is related with the physical characteristics of the hardware and can be improved only by changing the hard components. The number of I/O operations is fixed in updating a record, but can be decreased in case of bulk inserts. The total update time is reduced when are used bulk inserts.

Also, in distributing the loading in bulk inserts operations, the Round Robin algorithm can be applied in selecting the node which will perform the insertions [Fl03, VM07].

### 3.2. Clearing and reallocation algorithm

The clearing algorithm verifies the statistical parameters for each data fragment and according to them decides to change the permission, to delete or to reallocate it. The central clearing and the reallocation process is a complex one, as it composed by two distinct parts/algorithms:

- A process runs a clearing algorithm on each node $N$.
- A process that runs a clearing and reallocation algorithm for the whole distributed database.

The clearing algorithm for each node verifies the status and the statistical parameters for each data fragment and according to them makes a delete decision: delete it or not. The clearing process for a node can be initiated when a set of events are raised in the node $N$, such as the expiration of the period of time set in the $P(N)$ parameter, or the completion of some conditions (the available space is below a specified minimum limit).

The central clearing algorithm performs a cleaning of the database on a specific period of time (each night/each weekend). A clear distinction must be mentioned: the clearing algorithm in a node does not perform any reallocation, and does not check data statistics (number of reads/writes for a replica) against other nodes from the distributed databases. It only tries to clean up unused data fragments until the central clearing and reallocation algorithm would clean up the whole database.

The central clearing and reallocation process for the distributed database is based on a simple algorithm and has three major steps:

- Remove unused data from each node $N$ in the database
- Compute statistical data for reallocation
- If the reallocation is optimal, reallocates the fragments
The clearing algorithm for each node $N$ verifies the statistical parameters for each data fragment and according to them decides to delete it. The decision to delete the data when running the clearing algorithm on a node can be:

- a very rigorous one – delete the data fragments that were never used, when $R(N, d_i) = 1$ or $W(N, d_i) = 1$
- or a less strict one – delete the data if the number of reads/writes is below a specific limit (the limit is set by the database administrator and is generic for the whole database):
  
  \[ R(N, d_i) < x \text{ or } W(N, d_i) < x; \ x \text{ is a number} \]

The decision to delete a data fragment $D$ that has write permission in a node depends also by the total number of the write permissions for that data fragment, and also by the minimum number of write permissions that should exist in the database.

**Clearing algorithm in a node**

The delete decision for a data fragment will be taken according with the value of the $x$ parameter. The database administrator can set this parameter to value 1 if he wants a very strict delete. The value of the $x$ parameter must be chosen wisely as using a too small value would generate in not deleting enough data fragments, and a too big value would generate in deleting most of the data fragments from the node.

After a data fragment was deleted, a message should be sent to the nodes in the database to update their database catalog. The message for a specific data fragment $d_i$ should be sent only to the nodes located by the $RL(d_i, N): N_k; N_k \in RL(d_i, N)$. In this manner, network traffic is avoided, as the other nodes (that do not appear in the $RL(d_i, N)$) do not have a replica for the data fragment and are not interested by it.

The clearing algorithm for a node $N$ can be formalized as follows:

For each $d_i; i \in I, d_i \in C(N)$ Do

// remove unread data
If $R(N, d_i) \leq x$ and $d_i$ does not have write permission Then
  remove $d_i$;
  \[ K = \{ N_k | N_k \in RL(d_i, N) \} \]
  For each $N_k \in K$
    update $RL(d_i, N_k)$
  End for;
End If

// remove unwritten data
If $W(N, d_i) \leq x$ and $W(d_i) > W_{\text{Min}}$ Then
  remove $d_i$;
  \[ K = \{ N_k | N_k \in RL(d_i, N) \} \]
  For each $N_k \in K$
    update $RL(N_k, d_i)$
  End for;
End If

End For
Central clearing and reallocation algorithm

The algorithm for the database should parse each node $N$ and each data fragment stored on the node, to check if reallocation or removal is appropriate. Due to the massive work and cost generate by the parsing and computing, in order to optimize, a mark is attached to each data fragment so a data fragment and its replicas will be parsed only once and treated as a single entity in the central clearing and reallocation process [Ho09].

\[
\text{mark} = \text{getMark} (\text{currentTime});
\]

For each $N_j; j = 1, n$

\[
\text{For each } d_i; i \in I, d_i \in C(N) \text{ Do}
\]

// optimize parsing and continue if the data fragment was checked
\[
\text{If (d_i has mark; i \in I) then}
\]

\[
\text{Continue;}
\]

End If

// compute statistical data for reallocation - number of reads
// and writes for a data fragment in the whole db
\[
\text{compute } \{ N_j, R(d_i), W(d_i) | i \in I .. j=1, n \}
\]

// number of nodes having data $d_i$ with read permission
\[
\text{noNodes} = |\{N_j | j=1, n\}|
\]

// remove read fragments with small number of read requests
// $k'$ is the number of nodes where the deleting will occur
\[
k' = k;
\]

If $k$ not percent Then
\[
k' = \text{min}(k, \text{noNodes});
\]

Else
\[
k' = \lfloor k \times \text{noNodes} \rfloor // \text{full part}
\]

End if

Remove first $k'$ fragments with the smallest $R_k$

If (d_i has write permission in $N_i$) Then
\[
\text{// remove with small number of write requests}
\]

If ($W(d_i) = W_{\text{Max}}$ and
\[
W(N_i, d_i) < \text{avg} \{ W(N_j, d_i) | d_i \text{ has write permission in } N_j \}) \text{ Then}
\]

remove $d_i$ from $N_i$

End If

End If

// set write permission for large number of write requests
If ($W(d_i) < W_{\text{Max}}$ and cond(N, d_i, write) and
\[
W(N_i, d_i) > \text{avg} \{ W(N_j, d_i) | d_i \text{ has write permission in } N_j \}) \text{ Then}
\]

add write permission for $d_i$ in $N_i$

End If

// reallocate if necessary
If ($W(d_i) = W_{\text{Max}}$ and cond(N, d_i, write) and
\[
W(N_i, d_i) > \text{avg}\{W(N_i, d_i) | d_i \text{ has write permission in } N_i\}) \text{ Then}
\]

// check if reallocation between node $N$ and node $N_k$
// with the smaller number of write request is optimal
minWriteReq= \min \{W(N_j, d_i) | d_i \text{ has write perm. in } N_j\};

N_k = N_j; W(N_k, d_i) = \minWriteReq,

If (reallocationIsOptimal between N_k, N_i) Then
    reallocate d_i from N_k
End If

//add mark to data fragment and its replicas
For each N_i; N_i \in RL(N, d_i)
    Add mark to d_i from N_i
    R (N_i, d_i) = 1
    W (N_i, d_i) = 1
End for

Add mark to d_i from N
R (N, d_i) = 1
W (N, d_i) = 1

End for
End For

Additional comments and explanations:

- **compute \{N_j, R_i, W_i | j =1,n; i\in I\}** has the meaning: compute for each node N_j from the database the number of read and write requests performed for a data fragment d. The data fragment d_i from the nodes N_j having write permission and small number of write requests in this node will be deleted (if there are no additional constraints as the total number of write permissions should not be smaller than the \(W_{MIN}\))

- **first \(d_k\) fragments**: \(k\) is a model parameter and can be set to a specific number or to a percent from the total number of fragments stored in the node.

- **why use \(k'\)?** \(k'\) is a parameter used to compute a fixed value for \(k\) if \(k\) was set as a percent. When \(k\) is a fixed value, the algorithm should assure that exist \(k\) nodes with \(d_i\) having write permission.

- **In determining if the reallocation is optimal, the mathematical results obtained earlier can be used.**

- **The time mark should be correlated with the central algorithm, as it is not relevant the comparison of the time in two different nodes.**

**Optimizations in the reallocation algorithm**

The clearing and reallocation algorithm represents an important part of the model and it’s quite important to be optimal and to generate as less traffic as possible. In order to reduce the cost and improve the performance, the clearing algorithm should be run in a centralized manner so that a data fragment and it’s replicas to be verified only once.

The optimizations included in the algorithm are:

- **Central approach** (explained in the above paragraph).

- **Using a mark** for the data replicas stored on the other nodes so they will not be verified again when the nodes are checked.

- **Using the mathematical relation** obtained earlier when deciding if the reallocation is optimal.
If the mark is attached to a data fragment \( d_{qp} \) located on a node \( N_q \), it means that all the other replicas are also checked (after the computation \((N_q, R_p, W_p \mid q = 1, n; p \in I)\) step; the replicas of the \( d_{qp} \) fragment with small number of reads/ writes requests are updated and their permissions are also updated - even if they are located on a node different from \( N \)). These replicas should not be checked again when the clearing algorithm is run on the nodes where they are stored (that's why they are marked), so the cost for updating these other replicas will be zero.

If \( \text{cost}(d_{kp}) > 0 \), \( k = 1, n \), \( n \)-număr de noduri
\[
\text{cost}(d_{kp}) = 0, \ f \neq k \rightarrow
\]
\[
C = \text{cost}(d_{1p}) + \ldots + \text{cost}(d_{1p}) + \ldots + \text{cost}(d_{wp}) + \ldots + \text{cost}(d_{1p}) + \ldots + \text{cost}(d_{wp}) <=>
\]
\[
C = \text{cost}(d_{1p}) + \ldots + \text{cost}(d_{1p}) + 0 + \ldots 0 + \ldots 0 + 0 <=>
\]
\[
C = |p| \times c
\]

So, according to the performed calculation, the total cost is influenced by the number of data fragments and by the cost of optimizing each one of them. Even if the total number of nodes does not appear in the final formula, the premise of this calculation involves it: a larger number of nodes imply a greater cost.

**Constraints in the reallocation algorithm**

The central clearing and reallocation algorithm has some constraints that assure proper functioning and also the smallest cost:

- A new process (clearing and reallocation) cannot be started until the current process is over (the model does not support two central clearing processes running in parallel).
- The clearing processes on each node should run prior to the central clearing process and must be over before the central process starts.
- The mark attached to a verified data fragment should be unique for each central clearing process. To ensure the fact that the mark is unique, it will depend by a unique parameter – as the central process timestamps.

The clearing algorithm on a node differs for the central one as it does not perform any reallocation. The reallocation process is quite costly due to the fact that all the other nodes in the database are requested for information related to the number of read and writes, and these requests generate traffic. That’s why the clearing algorithm for a node is quite simple and efficient and it does not interfere with the rest of the nodes in the database.

**Requests and clearing algorithm relation**

Solving the requests processes and running the clearing algorithm process have a special relation: they can run in parallel, but it’s preferable not to. The clearing algorithm is a complex process that involves all the nodes in the distributed database and consumes resources: due to the computation and the network traffic generated, the best practice is to decrease the number of requests while the clearing process is performed. Even if the optimizations included in the algorithm help by decreasing the generated traffic – and the total cost, the best policy would be to
run it when the database is not solicited. These logical assumptions would have to be proven after the model will be implemented.

4. Transactions Management

The proposed model for the distributed database is transaction oriented; it uses transactions to ensure data integrity [Gr93, Pi00, Co02]. A transaction is a series of one or more logically related SQL statements defined to accomplish some tasks [Gr93]. A distributed transaction is a transaction that includes one or more statements using data on two or more distinct nodes of a distributed database. Due to the fact that in a distributed database a data can have multiple copies and replicas, and because they should be treated as a single logical entity from a user point of view, it's essential to have a proper management of the replicas. In the case of the operations of a given transaction executing at multiple sites, the serializability argument is more difficult to specify and enforce. The complication is due to the fact that the serialization order of the same set of transactions may be different at different sites. Therefore, the execution of a set of distributed transactions is serializable if and only if [Oz08]:

- the execution of the set of transactions at each site is serializable, and
- the serialization orders of these transactions at all these sites are identical.

If a reading operation does not imply a change in the replica, an update operation must be propagated to all the replicas in all the nodes. So, the management is simpler for reading requests, as they require only that the data should not be changed until the reading transaction has been ended. The problems related to replica management are solved using blocking protocols or time-marks protocols. In locking-based algorithms there are three alternative ways of enforcing global serializability: centralized locking, primary copy locking, and distributed locking algorithm.

One side effect of all locking-based concurrency control algorithms is that they cause deadlocks. Nevertheless, the relative simplicity and better performance of locking algorithms make them more used than alternatives such as time stamp-based algorithms or optimistic concurrency control. Blocking control algorithms (used for data consistency) for centralized database can be easily extended without major changes to the distributed databases. The databases automatically use a specific blocking level – usually the less restrictive level in order to obtain the best concurrency level but to guarantee in the same time the data integrity [Ha90, Ba91].

4.1. Blocking in the model

Updating database structure

The model does not offer any special feature that would allow updating database structures while the system is still working and responding to queries. So, in order to perform a database structure change, all users’ access must be restricted until the update procedure is finalized and the database runs the update procedures. Two options are valid in case of one or more disconnected nodes:

- do not update until all the nodes are reachable
• use the UpdateStructureAlgorithm presented below

The first solution is the easiest to implement, but the hardest to use, as the user might have to wait a long time to gain access to the whole database, and restoring the connection with some disconnected nodes could last for hours if not days (for example in case of errors due to hardware fail when the hardware has to be replaced and the delivery takes a day). Meanwhile the system could not be updated even if the rest of the database is running and functioning at designed parameters. This undesirable situation can be avoided using the second option: to use the recovery algorithm for updating the database structure for a disconnected node.

In the following algorithm is assumed that the system had detected the node \( N1 \) which will be used in updating the database structure from the node \( N \). The structure of a database is composed by tables, stored procedures, views, triggers, etc. and each of them should be checked for updates.

\[
\text{For each table } T \text{ from } N \text{ Do} \\
\quad \text{Bring } T \text{ from } N1 \\
\text{End for}
\]

\[
\text{For each stored procedure } St, \text{ view } V \text{ Do} \\
\quad \text{Bring } St, V \text{ from } N1 \\
\text{End for}
\]

\[
\text{For each trigger } t, \text{ cursor } c \text{ from } N \text{ Do} \\
\quad \text{Bring } t, c \text{ from } N1 \\
\text{End for}
\]

The above algorithm can be further optimized: only changed objects should be updated (mostly tables and views). Also, if a view can be created by an SQL query, then it should be updated by running the query after the data fragments were updated. A method to detect a change/update is to use a check sum for the data in the node \( N \) and to compare against the check sum obtained from the same data in the node \( N1 \). Only if the check sum is different the updated values will be transferred from the node \( N1 \) to the node \( N \).

\[
\text{For each table } T \text{ from } N \text{ Do} \\
\quad \text{If } (\text{checksum } (T,N) \neq \text{checksum}(T,N1)) \text{ Then} \\
\qquad \text{Bring } T \text{ from } N1 \\
\quad \text{End if} \\
\text{End for}
\]

\[
\text{For each view } V \text{ Do} \\
\quad \text{//Qv-query corresponding to the view } V \\
\quad \text{If } (\text{checksum } (Qv,N) \neq \text{checksum}(Qv,N1)) \text{ Then} \\
\qquad \text{Bring } Qv \text{ from } N1 \\
\qquad \text{Run } Qv \\
\quad \text{End if} \\
\text{End for}
\]

The algorithm can be further optimized when checking and updating tables: if the check sum corresponding to the table \( T \) is different in the nodes \( N \) and \( N1 \), then split the table into pages and check each page check sum against the corresponding page. Only the pages that have different check sum will be updated. This approach minimizes even more the network traffic and implicit the update cost for a table. As far as simplicity is involved, this additional step is easy to implement.
4.2. Read transactions in the model

A read transaction is a transaction which does not modify any data, it only access it to retrieve the contained value [GM82]. It can be processed with general transaction processing algorithms, but most of the time it is more efficient to process read-only transactions with special algorithms in order to take advantage of the fact that the transaction only reads [Sa93, GM82]. Because of this, the read-only transactions are less expensive than the write transactions, read-only protocols are easier to implement, and the algorithms are simpler. Also, only the read-only transactions (when write transactions do not interfere) cannot generate deadlocks – for blocking it is used shared locking.

Changing the algorithms by adding new features in the proposed model, have a small impact over the transactions. In terms of performance, the impact of the proposed algorithms is small as it mostly implies additional computation, which is performed in the server that received the request and is usually less cost expensive compared to sending or receiving messages in the network. The proposed algorithms do not to interfere with the network protocols and with the part of a transaction management performed by the DBMS. The additional steps (explained in the “Request Solving Algorithm”) do not interfere with the DBMS algorithms which deal with acquiring locks, receiving messages or aggregating the partial results for a request.

The problem that arises for read transactions in the proposed model is how to assure that all the relevant data was processed when resolving a request in the case when not all the nodes from the database are interrogated. To interrogate all the nodes in a distributed database is not a solution – the cost is increasing and the performance is decreasing exponentially if the number of requests increases linearly. The chances to appear bottlenecks increased a lot, as all the nodes should in fact solve each request received in each node [Al05, Al03]. This behavior is not applicable in practice, as the system would be slower than the slowest of its nodes (due to network delays) and each node is a potential bottleneck victim. The desired situation would be that the request receiving node to know which are the nodes that have relevant information and to send the request only to those nodes. Also a “dirty mark” solution can be used: when an update transaction starts, it sends the read replicas of the modified data a message containing “dirty” warning. The updated value will be send asynchronously after the update transaction has ended, and the “dirty” mark would be removed. For inserts and deletes, the “dirty” mark would be extended to the whole table.

The generic algorithm is changed by adding some steps:

- “Dirty” mark check
- Waits if needed for the updated read-only
- Deleted the “dirty” mark.

4.3. Write transactions in the model

A write transaction is a transaction which modifies the data, but it might include a part that only reads data and accesses it to retrieve the contained value. A write transaction is defined as an atomic unit of work on the database which is either completed entirely or not at all [Gr93]. A data fragment can be stored in a database in one or more locations (is replicated). When a data
fragment is updated all the replicas must be updated, and this process of updating is called “data propagation”. The data propagation involves capturing the state of a replica and sending it to the other replicas through the application [Do99].

The problem that arises for write/update transactions in the proposed model is how to assure that all the write replica nodes are updated and that the last version of the read replicas of the modified data will be used by the read transactions that interrogate it. To solve the first part of the problem are used distributed commit protocols such as 2PL. For the second part, a “dirty” mechanism could be used. The model is generic and the algorithm for write transactions is changed by adding additional steps:

Old Version:
1. Starts the transactions by sending the write replicas preparing messages
2. ….. //other steps
3. Ends transaction and releases the locks

Proposed version:
1. Checks if reallocation for the updated data is optimal, and reallocates if necessary.
2. Sends all the nodes having read replica “dirty” marks
3. Sends the write replicas preparing messages
4. ….. //other steps
5. Ends transaction and releases the locks
6. Sends asynchronously to the read replicas the last value – the dirty mark is removed.

4.4. Consistency in the model

In the proposed model, each node sees the update operations in the same order (sequential consistency), even if this order might be different from the real order. Even if the update is performed asynchronously, the user/database administrator has the opportunity to get always the latest value for a data fragment by setting the MaxUT parameter. This parameter MaxUT (maximum update time) is used in the systems where the consistency of the data is critical and the user must be assured that is has the latest value.

4.4.1. Model correctness demonstration

Correctness in the write requests transactions
In the first part I want to focus on the correctness in the write request transactions. The model completes the database layer and that's why the update protocols in a distributed database (2PC, 3PC, and quorum, so on) are not analyzed in this paper. The write request algorithm in the proposed model enlarge the general update protocols by adding additional steps – looking for a node that has a write replica, resending the update request to that node, …, so on, but does not interfere with it. So the update protocol used in the model would be the database protocol – with all its advantages and disadvantages, and the model offers the same degree of consistency and correctness as the database update protocol does.
In case of a write request failure, the correctness is provided by the transaction's rollback process and the recovery procedures. According to the model adds, there are two main segments where a write transaction can fail – in the distributed database update protocol and in the model's additional steps. In the first case, if the transaction fails in a node involved in the distributed transaction (that performs the update) the rollback is performed by the database, and in the second case, if the node where the request was first received and then forwarded – the rollback and the recovery should be performed by a model central process. In case of a node failure – the node that initiated the write request or the node where it was resend, the procedure is detailed in the contingency paragraph.

If other types of failure appear – the transactions are rolled back and the system states become a consistent one. The Recovery paragraphs explain in detail the steps in case of failure and how the correctness and the consistency of the system are preserved.

Correctness in the read requests transactions

Due to asynchronous update of the read replicas, the value found in a specific moment of time for a data fragment might not be the last one. Due to this reason, the proposed model addresses in the first place to all the applications for which the last value is not critical, but even for those, the “dirty” mark procedures would help the user to get the latest version or at least would be notified that the data he is using is stale and soon would be changed by a write transaction. For the applications having one or two critical tables, the parameter \( MaxUT \) (maximum update time) was introduced. Using it, the user is certain that the data fragment was updated in the last \( MaxUT \) time, and it contains one if not the latest value.

4.5. Deadlock

The deadlock problem is complex even in a single system, but in a distributed system, the algorithms to detect the deadlock have a big complexity. Special algorithms as “edge-chasing”, or algorithms based on a local “wait-for” graphs were developed to solve the deadlock problem in distributed databases.

4.5.1. Deadlock in the model

Not all the factors that appear in a deadlock can be eliminated, but as prove in practice, some of them (as escalation usage) affect the deadlock occurrence, and these factors should be suppressed when is possible. The best way to minimize the number of occurrences of deadlocks in the system is to take into consideration the factors that influence the appearance: for example when a page or table blocking mode is used, deadlock will appear more often than in a row blocking mode. Using escalation in the blocking process might also have an impact on the number of the deadlock occurrences. The proposed system proves again to be quite flexible as the data fragment’s size can depend on the storage capacities, user’s needs and might vary from row size to page size.

In finding a deadlock, the proposed model can use the algorithms already implemented. The only changes that should be implemented in the lock monitor algorithm are referring to the policy of choosing which process to be killed for releasing the necessary locks. The process that would be killed was usually chosen using priority and cost criteria. Due to the fact that in the proposed
model there are two types of locking- for reading and for writing, a new criteria must be added: killing a process depends also on the type of lock achieved (the process with read lock will be killed).

So in the proposed model there are three criteria in deciding what process should be killed:

- Process blocking type – according to the process lock
- Process priority
- Process cost.

![Criteria visualization](image)

### 5. Contingency

In this chapter are analyzed different types of errors that might appear after the model will be implemented. These are general errors, but the solution and the recovery procedures for each of them are changed to fit the requirements of the proposed model. The error causes can be divided into two main categories according to the triggering factor: human errors and system errors. The recovery is based on the error type. The errors can be grouped as follows:

- Statement failures and user process failures (An abnormal disconnection was performed by the user in the session; the user rebooted the client while connected to a database in a client-server configuration; The user's program raised an exception that terminated the session).
- User failures in updating the information from database (a user accidentally drops or truncates a table; drops an index or a stored procedure; …; a user accidentally drops one or more constraints)
- Failures caused when an instance terminates abnormally (a power outage causes the server to crash, O/S errors, etc.)
- Errors caused by media failure (A data file (on-line or archived log), or a control file is accidentally deleted, overwritten, or corrupted…)
- Failures caused by the database splitting due to connection errors (data recovery and data update should use the restored connection). In the special case when a whole subsystem is disconnected then:
  - When searching for the closest node the restored connection must be used. This fact will minimize the probability to choose a node from the same subsystem.
  - When performing an update over a data fragment, the update algorithm should consult first the database catalog and check the number of nodes with write permissions – noted with $Wp$. $AWp$ can be used to note the number of available
nodes in the subsystem having write permission for the data fragment $D$. The update can be performed only if:

$$AWp >= \lceil Wp/2 \rceil + 1;$$

- The recovery algorithm is modified as follows:

  Select the subsystem $S1$ with the smallest number of nodes.
  For each node $N$ in $S1$ Do
    Resynchronize node $N$ using the restored connection
  End for

The **Recovery Algorithm for a Node $N$** can be detailed as follows, with the mention that “the closest node” is the node with the best response time. Using the best response time guarantees that in that moment the best choice in the best response time: the loading, the machine capacities, the network traffic, all are taken into considerations. The recovery algorithm for a node has the following steps (it uses the checksum to make the process more efficient):

- Rollback started and not finalized transactions and
- Remove the locking on the data fragments in the node $N$.
- Select the “closest” node $N1$ from the distributed database
- Use optimized updateStructureAlgorithm to update $N$ using $N1$
- If the number of write permission for a data fragment is greater than the maximum number of write permission allowed in the system, remove the write permission
- Update the other database nodes catalogs
- Update database catalog in the node $N$

In the special case when the user’s statement affects the whole database and not just a node, and an error appears- the transaction must be rolled back. In this case the structure is restored using the log file/ the last version of the database (according to each database rollback methods).

### 6. The efficiency of the proposed model

The number of transaction vary depending on the number and the size of the data fragments that are updated, so the number of transactions performed in a specific period of time cannot be used as a metric in determining the efficiency of the system. A better metric can be considered the number of modified bytes [Ha05]. But this last metric does not take into consideration aspects related to the machine’s characteristics and performance, or to the network’s features. In a system where the data is replicated, the number of replicas and their localization can also have a relevant impact in the efficiency. According to [Va07] the best response in a distributed database is obtained when there are only two copies for each data. In the proposed model, the default value for minimum write permission $W_{Min}$ is 2. Moreover, the number of read replicas and the way they are updated is also important: their update is performed synchronously or asynchronously? To be more efficient, in the model is proposed to update the read replicas asynchronously.

In terms of performance, the most important hardware component is the storage device. A solution that uses parallel elements (disks, controllers) or advanced caching solutions as non-volatile memory has a significant effect and increases the efficiency of the system. Even if all
these factors are taken into consideration, the efficiency in the model can be deducted and not proved. The efficiency proof would be available only after the model would be implemented.

### 6.1. Efficiency and queries

A good system is above all, efficient. In the proposed model, I’ve tried to solve one of the current problems: having an efficient dynamic distributed database, having a model in which the best response time is obtained with minimum cost (in terms of transfer and storage). This goal can be achieved by paying attention to a few aspects: the load distribution, the replication of the data fragments in the nodes where are mostly used, using read request statistics or using different algorithms for read/write requests, so on. Comparing the model idea against the idea of Yohiro M. (and colleagues) described in Patent 5379424 – “**Distributed database management system for retrieving data files from databases selected based upon retrieval time**”, the model idea has the following advantages:

- there is no need that all the data from a table to be stored in a node
- if a node is too busy to satisfy a request – only the request is sent to another node and not large chunks of data. Each node in the model is capable of looking for necessary data fragments and the data fragments are sent in a node after a careful analysis (including the number of data fragments, and their size in subchapter 2.6.1) in order to minimize the network traffic.

**Query optimizations**

Query optimizations refer to the process by which the “best” execution strategy for a given query is found from among a set of alternatives [Va00]. An issue in this model is to determine how the optimization algorithms can be applied in a dynamic distributed database. In distributed DBMSs, two more steps are involved between query decomposition and query optimization: data localization and global query optimization. The input to data localization is the initial algebraic query generated by the query decomposition step and can be performed in the proposed model using the Replica Location information from the database catalog. The goal of query optimization is to find an execution strategy for the query which is close to optimal. The query optimizer is usually seen as three components: a search space, a cost model, and a search strategy. It should be studied how the optimization algorithms can be applied in a distributed database running the proposed model.

### 6.2. Comparison with BDD: Oracle RAC, Federated DB and IBM DB2 PureScale

**Architecture**

Oracle RAC and DB2 PureScale are distributed database, having multiple servers that solve the requests even if there is only one database storage. So, in the perspective of distributed storages, neither Oracle RAC nor DB2 are a distributed database. Only Federated DB has a distributed architecture: distributed servers and distributed storages. Oracle RAC and DB2 offer availability and scalability, as servers can be added or removed from the network and the user requests are shared between them;
The same degree of availability and scalability is offered by the model as it proposes a distributed, dynamic architecture.

**Hot nodes**
In Oracle RAC as in DB2, data is not partitioned on a per-node basis and the connections are routed to the least loaded node. So the hot node syndrome does not exist there. Working with the Federated Database, a DBA needs to be very careful how to partition a data to avoid creating a “hot” node. The data cannot simply be partitioned on a percentage of the database, as this would not take into consideration the distribution of queries and might cause a hot node – who would became a bottleneck.

In the proposed model, the request received by a server is forwarded only if a node that can solve it with a smaller cost can be found. Due to this suggested approach, some of the requests will be forwarded, but the reason would not be load balancing as the optimal cost. The optimizations (such as using read request statistics) help storing only the necessary data and solving faster the requests, thus minimizing the chances to appear hot nodes.

**Data Backup**
None of the databases does not offer by itself data backup; Oracle RAC and DB2 require backup for only storage, while FederatedDB requires backup for each storage.

As the data is replicated in the proposed model (in at least two replicas), there is no need for data backup. The number of replicas would be verified and managed by the central clearing and reallocation algorithm and by the update requests solving algorithm;

**Node failure**
In Oracle RAC and in DB2 PureScale, no single node is responsible for a portion of a data, so the connections to the node that failed can be automatically reconnected to the surviving nodes. On a node failure, in FederatedDB section of the data becomes unavailable to the application, and there are few real-world applications that can tolerate a segment of their data to be taken offline. So it's crucial that the failing node to be recovered as fast as possible.

The model does not propose an algorithm what would resend the queries and the connections from a falling node.

**Efficiency**
Oracle RAC has only a storage device, but the queries are solved in different nodes, so the request processing is split so the storage would have to take care only by the I/O operations and not the request processing. Consequently, this implies the fact that the database storage can introduce delays in request solving. In order to reduce communication between nodes in the cluster for lock management and global caching services, DB2 PureScale uses the powerHA PureScale cluster acceleration facility (here-in referred to simply as the CF) along with RDMA (Remote Direct Memory Access) technology to deliver transparent application scalability.

The load balancing is not a priority for the FederatedDB, if a FD server receives a request, it cannot forward it to other nodes – the requests have a special format for each server as the user must specify exactly the location of each fragment. So the same query differs if it is sent to different nodes.

The model proposes a different approach: the queries can be resend to other nodes. Also, in the proposed model the data is replicated in at least two sites and if one is heavily loaded, the necessary data can be provided by the other site – assuring a fast and efficient response. A comparison between the efficiency of the systems is hard to predict as in the proposed model the
query plans (optimization algorithms) need to be analyzed to see what changes that must be done in a dynamic database context.

**Space management**

Oracle server will issue an alert to forewarn the appropriate person — DBA — that the database is running out of space so that corrective measures can be taken. By default, Oracle will issue a warning alert when a table-space is 85% full and a critical alert when it is 97% full. SQL Server has the capability to monitor space usage: space usage monitoring is done using the SQL Server agent, whose primary function is job scheduling and alert handling. Thus, the monitoring and alerting mechanism is based on polling of database meta data [Ko08]. This process might be intrinsically inefficient and expensive.

In the model is proposed to start running the clearing algorithm in a node in order to obtain the necessary space when the database in that node is running out of it. Thus the human intervention is not needed as the model should be fully automated. This would ensure better performance and lower administration cost. Also the proposed central clearing algorithm would perform the clearing of the less used data, so the database fragments would be reallocated and deleted if they are not used.

**Usability**

Oracle RAC, DB2 offer a high degree of usability by providing a transparent environment, where the user works as in a centralized database. The proposed model should offer after implementation the same degree of usability. FederatedDB is hard to use, as the user must adapt his queries to the node/server where the query is sent.

**6.3. Comparison with document BDD and with the lastest BDD releases: MckoiDDB**

**Comparison with document BDD**

The document distributed database are special due to the fact that the number of updates is relatively small and also the accuracy of the data is not as important as in the systems that deal with money or products where the resources (stocks) are limited. Due to these reasons, these document distributed databases protocols are easier to implement and are less complex than the proposed model, as it must solve the requests in real time. Their drawbacks are the drawbacks of the static systems: the queries are not sent to the node that stores the data (and is performed additional network traffic). In the proposed model, the queries would be sent most of the time to the nodes where needed data is stored. The advantages of a document database system, (for example StrokeDB [Au08]) are specific documents facilities: documents revision control with diff/merge facilities built-in, etc., and these facilities were not taken into consideration when proposing the model in this thesis. The disadvantages of these databases are the static characteristics; the proposed algorithms in the model should provide (after running a period of time necessary to determine data access patterns and to move data fragments accordingly) the best response time and the smallest cost.
**Comparison with the latest BDD**

There are a set of distributed database systems and new ideas in the field [Go08], but MckoiDDB was chosen due to the fact that the version 1.0 was released in 6 October 2009. Using the data from [Mc09], the following comparison can be made:

- Dynamic scalability (the servers can be dynamically added/removed from the database)
- High availability
- Data is replicated in both models
- Protocols in write transactions: 2PL was proposed model, optimistic concurrency control is used in MckoiDDB
- MckoiDDB offers support for add-on libraries.
- Optimal dynamic distribution of the data fragments is proposed in the model.

Even if MckoiDDB is one step ahead (the first version was released), both models are still in work, and conceptually, the proposed model would offer more facilities at small cost.

**7. Conclusion**

This thesis proposes a method of dynamic distribution for the fragments of a distributed database and a method for dynamic allocation of the access rights for these fragments. The novelty of this model is represented by its dynamic characteristics: the data distribution is changed according to the user access patterns to offer the highest availability with the smallest cost. In this aspect, a whole model is proposed: transaction processing procedures, clearing and reallocation procedures, recovery and deadlock detection & preventing procedures. Also, the cost of the model expressed in network cost, reallocation cost, execution cost, storage cost, was always a concern as the implemented model is wanted to be not only dynamic and highly configurable, but also cheap and easy to use, so it would make the database management easier and more cost-effective. The following goals were always in sight when elaborating the model's algorithms and they can be summarized:

- Dynamic reallocation of the data
- Improved reliability and availability
- Improved performance
- Minimal storage capacities and costs
- Minimal communication costs
- Dynamic storage administration

The model would offer a high degree of availability due the proposed distributed architecture and due to the variable number of servers. It should be highly scalable as it would offer alternatives when the database server runs out of capacity. Instead of replacing the server, a new server could be added to the cluster and as soon as the new instance is started, the application running on the proposed model implementation could take advantage of the extra capacity. This distributed architecture accommodates to rapidly changing businesses requirements and the resulting workload changes. In the each node of the network should be stored the most accessed data fragments- so for the most of the queries the data would be highly available and the additional network performance would be minimal. This high degree of availability would provide sql performance. In order to optimize even furthermore, optimization algorithms for
distributed databases would be applied. The load balancing in the proposed model would be performed during the request solving process (resending the query to other node or in sql operations such as bulk insert).

Database administrators face many challenges in the area of storage management. With the rapid growth in database size and the demand for up-time continuing to increase, taking the database offline to perform maintenance operations such as changing disk configuration is becoming increasingly difficult to schedule. The proposed Recovery procedures presented in the model would provide the solution for these storage management challenges by automating the entire function. All an administrator would have to do is to allocate a set of storage devices to a database instance and the model’s implementation would take care of the rest. The proposed algorithms would automate the placement and the replacement of the database files and would spread data across all available storage resources to optimize performance and utilization. Also, the model would offer proactive space management by monitoring the free space on each database. If the available space would run out, the model would take the corrective measures: it would run the clearing algorithm and it would delete the rarely accessed data (with the mention that at least two copies of a data having write permission must exist in the model). Also, the amount of the data that could be deleted to gain space can be set either in terms of percentage (i.e. the 10\textsuperscript{th} less used data fragments) or fixed (a fixed number of data fragments).

It should be easy for the database administrator to change the behavior of the model – the model would be highly configurable and would be parameterized so it would fit to any running application.

The model would offer protection against disasters and storage failures using the replication and the proposed recovery procedures: each data fragment would be replicated in at least two replicas.

The recovery procedures for a node should offer fast and complete recovery, updating the database structure, the data fragments (their values and rights), as well as the database catalogs without requiring database administrator intervention.

A simple sentence can conclude: The proposed model is not only innovative but it should also be efficient, configurable, easy to manage and cost efficient. All data would be automatically replicated over multiple servers, thus providing load balancing and fault tolerance in the event of a server failure.

The future work is to create a basic implementation of the model, and to performed simulation tests for determining the best value of the default parameters according to different access patterns.
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