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Introduction

Collective behaviour is a booming field of research, with many interesting implications and practical application possibilities. The field is of truly inter- and trans-disciplinary character, since collective behaviour is present in all domains of sciences: economics social sciences, biology, ecology, physics, chemistry and even engineering. The aim of the present thesis is to give a unified view on this very broad subject without attempting however to achieve a complete and exhaustive description. After a brief historical and bibliographical review we present some personal contributions in the field, which exemplifies the interdisciplinary character of such studies. We use classical models and methods of statistical and computational physics, for modelling and understanding classical collective phenomena from biology, sociology and physics.

The most well-known form of collective behaviour in biology is spontaneous synchronization. Most of our studies focuses thus on this phenomena which is also present in social and physical systems as well. Our contribution in this field is made by realizing numerical and experimental studies for a novel synchronization paradigm which is based on optimization dynamics. This novel approach has the potential to explain several synchronization phenomena in a very elegant manner.

As a second study we have considered a simple physical model to approach a complex collective phenomenon from our every-day life: highway-traffic. Highway traffic can be modelled with several agent-based models, but our approach here is different and we consider the very general spring-block slip-stick model family to understand collective behaviour in this system.

Finally we consider some studies in the booming field of social networks. Social systems are usually governed by their underlying network structure. Collective behaviour in such systems are governed thus also by this network topology. Within the present thesis we consider also a model study in such perspective, investigating and modelling a large social network: the Erasmus student mobility net. By investigating this network we map and model the university staff’s professional collaboration connections and the way this is reflected in student mobility.

Collective phenomena can be regarded as the theory of connectivity: one finds connections and interactions among the components of the system; mutual influence and interaction between the system and its environment, analogies and basic guiding principles for different phenomena.

As a practicing high-school physics teacher this field proved to be well-chosen and very enlightening to me. During my PhD studies I found that is important to make my students observe and deliberately seek connections between seemingly distant phenomena. Natural phenomena, economical or social life are all complex. In order to perceive them, the coming generation has to be able to grasp the essence of a phenomenon, to find the connections, to make a synthesis, and to use basic principles and analogies. A transdisciplinary approach of collective phenomena can help improving cognitive abilities of children, raise their interest for investigating nature and stimulate their innate creativity.
The structure of the thesis

The thesis is structured in two parts. The first part contains a bibliographical study of collective phenomena and its major forms. The second part deals with modeling collective phenomena, and presents the original contributions related to three different topics:

1. Synchronization in a new perspective.

2. The use of spring-block models for describing various collective phenomena, focusing on highway traffic.
   Our contributions were published in *Journal of Control Engineering and Applied Informatics* and a conference proceeding.

3. The importance of networks in understanding collective behavior in social systems.
   Our related study was published in *Physica A*.

The thesis contains 53 figures and a bibliography composed of 101 references.
A brief review of Part I

Part I contains a brief introduction about collective phenomena in sociology, biology and physics and an attempt of identifying the main forms of collective phenomena.

In its classical meaning, "collective behaviour" is an alternative to crowd behaviour (the case when a great number of anonymous, interacting individuals face one common issue and act in a totally different mode from what they would have done individually [1]. In these situations people do not use their complex cognitive abilities: responsibility of individuals vanishes, ideas or emotions spread through the crowd like contagion. The group will act as a single being under the influence of the emerging "collective mind". Actions like riots, revolts, lynchings, campus unrest, or emergence of panic in case of fire or calamity, civil right or social reform movements, disaster cycles, social epidemics, religious or nationalistic movements, terror, propaganda, emergence of fads, crazes, hearsay, gossip, rumour, memes, media hype or shifts of the public opinion can all be considered collective phenomena in sociology [1–3].

On the other hand, many living creatures seem to act guided by a "hidden intelligence" (flock of birds, herds of migrating ungulates, swarms of bacteria, bees or ants) but it was shown, that their complex activity is guided by very simple rules. Order emerges as a result of simple interactions among these living entities. The resemblance between behaviour of human crowds and group-living animals is easy to accept, but nature offers many other examples for systems formed by many interacting entities behaving totally different than its components would. Circadian rhythm of living entities, synchronous flashing of some firefly species, emergence of order in case of a honeycomb or a termite, or the amazing fractal structures of plants or patterns on the coats of mammals (stripes on a zebra or tiger, spots on a jaguar) are examples for collective behaviour in biology [4–7].

Systems with a big number of tiny interacting components, which together produce effects on large scale are familiar to physicists, but most of these phenomena had special names in physics and specific models of their own. Many-body problems, pattern formation of vibrated granular matter, emergence of fingering, vortices or avalanches, segregation, phase-transition, magnetization, crystallization and synchronization phenomena can all be considered collective behaviour. Physics dealt with collective phenomena and owned the tools of investigating such systems much earlier than "collective behaviour" as an interdisciplinary field was even born [8, 9].

Different sciences met collective behaviour in different situations. They named them, studied them and tried to model them. This is why we can find a multitude of expressions which belong to the collector concept of collective behaviour: crowd behaviour, self organization, emergence and dynamic of networks, collective adaptive systems, trail formation, pattern formation, synchronization, self-organized criticality, cellular automata,
phase transition, cluster formation, avalanches, a.s.o. Great minds not only recognized these similarities, but also tried to find connections among them. There have been many endeavours to describe different manifestations of collective behaviour with more or less success. Nowadays, the tendency is to group the similar phenomenon of different sciences according to the mechanism and the model which describes their dynamics. There can be considered two main groups of collective phenomena: the first group would gather all synchronization phenomena and the second would contain all forms of self-organization and pattern formation (including trail formation, segregation, avalanches, cellular automaton, self-organized criticality, a.s.o.). Some features of collective phenomena, such as the network structure, the emergence of scale-free distribution or phase transition could be met in many cases of collective behaviour. These features usually are the hint of the system’s complexity.

Given the broad variety of collective behaviour and the multitude of models used in the description of the same phenomenon, we have chosen to present only some representative phenomena and models.
Review of Part II

Part II contains the original contributions in three different topics: modeling synchronization, modeling complex phenomena with spring-block models and using networks to approach complex systems.

Emerging synchronization

The most well-known form of collective behaviour in biology is spontaneous synchronization, namely the case when a huge number of components spontaneously "agree" upon a rhythmic activity without having any central leader or constraint. Most of our studies focuses thus on this phenomena which is also present in social and physical systems as well. Well known examples are the circadian rhythm of living organisms, "sympathy" of two pendulum clocks synchronization of two organ-pipes, synchronous flashing of fireflies, synchronization of quantum oscillators, the emergence of rhythmic applause or synchronization of pedestrian walk) [10, 11].

In a system of oscillators synchronization emerges as a result of interactions between the components. In order to find out under which conditions synchronization appears, models are needed. According to the type of the interaction that makes possible the synchronization of the system we can talk about three model-categories: phase-coupled oscillator models, pulse-coupled oscillator models, and optimization induced multimode integrate and fire stochastic oscillator models.

The phase-coupled oscillator model proposed by Kuramoto and Nishikava considers all-to-all coupled oscillators with different own frequencies. Synchronization of the entities is considered to emerge as a result of a continuously acting phase-pulling interaction forces between the oscillators [12].

The pulse-coupled integrate and fire model was first introduced by Ch. Peskin and refined by Strogatz and others. This model resembles two characteristics of biological oscillators: their pulsatile mode of operating (after emitting a pulse they have a longer inactive period) and their non-continuous interaction (a pulse emitted by one oscillator will trigger those being close to their own firing stage) [13].

The optimization induced stochastic oscillator model introduced by Z. Néda and his colleagues considers integrate and fire oscillators having different and fluctuating periods. The most amazing thing about the optimization induced stochastic oscillator model is, that there is no direct interaction between the oscillators, but even in these conditions synchronization emerges [14, 15].

The first thing that makes this model so different from others is the fact that an oscillator can have more modes of oscillation. The period of such an oscillator has three
stages $A \rightarrow B \rightarrow C \rightarrow A \rightarrow \ldots$. An oscillator will not emit any signal in stage $A$ and $B$, but emits one in stage $C$.

The time-length of the first ($A$) part ($\tau_A$) is the stochastic part of the period and its average value is $\tau^*$. The second, $B$, part is the longest part of the total period, and its length can take more values ($\tau_{BI}$ or $\tau_{BII} = 2 \cdot \tau_{BI}$ in the simplest case of two-mode oscillator) (Figure 1). The oscillators "are working" in order to keep a desired $f^*$ pulse intensity. At the end of stage $A$ every oscillator compares the total $f$ output of the system with the desired $f^*$ output level, and will choose accordingly between the two modes of oscillation. It will work in the shorter, $B_I$ mode if in that moment the total intensity is not strong enough ($f < f^*$), and it will choose mode $B_{II}$ if the total output is higher than the optimal intensity level ($f > f^*$). Shifting between the two possible modes will realize the optimization of the output signal, and implicitly will guide the system toward synchronization.

![Figure 1. Possible dynamics of the two-mode stochastic oscillators.](image)

Surprisingly, despite of the frequency differences among the oscillators, and despite of their fluctuating own periods, the system will become partially synchronized for a relatively wide interval of the $f^*$ desired value. In this case synchrony emerges in the system without the existence of a phase-difference minimizing effect, as a by-product of a simple optimization rule.

Computer simulations of the model made by Z. Néda and R. Sumi [16] showed, that in case of globally coupled oscillators synchronization emerges for an interval of the desired $f^*$ signal strength if the $\tau^*$ stochasticity is fixed. As the number of components grows, the emergence or disappearance of synchronization takes place more and more abruptly, as a phase-transition. For given values of $f^*$ signal strength and $\tau^*$ stochasticity, the periodicity of the system grows together with the $N$ size of the system. For local coupling in a 1D topology the periodicity level of the system does not depend on the number of oscillators, but it has an interesting step-like shape and the number of steps depends on the number of interacting neighbours.

The optimization induced synchronization model describes well several synchronization phenomena, but every case is special. So we searched for some applications of the model which would present interest in case of biological oscillators. We identified two such directions of study: stochastic oscillators arranged in a CNN-type topology, and stochastic integrate-and-fire oscillators which can choose different signal length. For both of these directions the theoretical and computational study was made and counter-checked using an experimental device.

1. First we considered locally coupled two-mode stochastic oscillators arranged on a 2D lattice [17], because the CNN-type topology (CNN=Cellular Neural Network) is a realistic assumption especially in the case of biological oscillators.
As shown in Figure 2 the \( k \)th oscillator "feels" the presence of the first \( S \) nearest neighbours, so detects the sum of pulses emitted by its close neighbourhood.

The dynamics of the system is similar with the case presented in the former section. Our aim was to find out whether this system produces the same behaviour as the globally coupled system: more precisely whether the periodicity enhancement is a specific feature of oscillators coupled in CNN-type architecture or not.

Computer simulations were done for different number of neighbours (\( S = 8, 12 \) and \( 20 \)) and different (\( N = L \times L \)) system sizes. As we can see on Figure 3, for a small number of neighbours the periodicity enhancement is not convincing but in the case of more neighbours the periodicity enhancement is clearly produced for a broad interval of the \( f^* \) value. The periodicity of the system increases with the number of components, as in the globally coupled case.

Representing the periodicity level as a function of the desired \( f^* \) signal strength, in the case of two-dimensional system the same "stairs" can be noticed as in the case of a system arranged on a 1D lattice, and the number of steps grows with the number of interacting neighbours.

2. As a second direction of study related to synchronization phenomena we constructed an alternative of the presented two-mode stochastic oscillator model. The two mode stochastic oscillators presented previously were capable of emitting signals with the same fixed pulse length. Those two modes had different inactive periods. It is worthy studying another version of the two-mode oscillator model (model II), where the unlit or inactive part of the period is invariant, and the two modes differ by the length of the signal emitted.

The period of model II oscillators has the same three stages as model I, emitting a signal only in its \( C \) stage. In the original model the modes of oscillations were defined by the time-length of the inactive state. For model II the length of stage \( B \) is fixed, and the two modes will be distinguished by the time-length of the active, \( C \) stage.

Figure 4 sketches the difference between this model II and the model I (model I is
Figure 3. Periodicity of the locally coupled system as a function of the $f^*$ threshold. Results for different interaction neighbourhood (quantified by $S$) and lattice sizes as indicated in the legend ($\tau^* = 0.2$ for all the cases) [17].

the original two-mode stochastic oscillator model).
Due to this small difference the optimizing dynamics of model II will be also different: When an oscillator detects lower output intensity ($f < f^*$) than the desired $f^*$ value, it will “decide” to choose mode $C1$ emitting a longer signal in order to increase the total output intensity level. When the output of the system is bigger than the desired value ($f > f^*$), the oscillator will work in the shorter mode (emitting a short signal) in order to decrease the average pulse intensity.

Computer simulation for a system formed by model II oscillators showed that for too small or too big $f^*$ values synchronization does not occur, but at a fixed $\tau^*$ value of the stochasticity synchronization emerges for a finite interval of the desired $f^*$ intensity (Figure 5). It is interesting to observe, that for a fixed stochasticity level of the system the order parameter depends upon the desired $f^*$ value: the interval which permits synchronization narrows down for higher levels of $\tau^*$ stochasticity. (The more stochastic the system is, the higher threshold-sensibility it has.)

Synchronization level as a function of $f^*$ was also investigated for the case of global and local coupling (Figure 6.a, b). An attentive observation of Figure 6 leads us to the conclusion that global coupling is the best chance for emerging synchrony. Computer simulations also showed, that for fixed values of $\tau^*$ and $f^*$ but different number $N$ of elements the synchronicity level increases monotonically with the number of units in the system, as in the case of model I. Considering more and more units the appearance and disappearance of synchronization happens more and more abruptly, in agreement with what one would expect for a phase transition-like phenomena. So threshold-sensitiveness also grows with the number of oscillators in the system. It is important to notice that similarly with the case of model I, the synchronizion level ($p$) of the ensemble is better than the synchronizion level of one isolated unit ($p_0$) working in the long period mode, so more oscillators in the system mean a better periodicity.

Figure 4. Sketch of the dynamics of the two different multimode oscillator models, and their output signals as a function of time [18].
Figure 5. Synchronization level of the system in function of $\tau^*$ and $f^*$ ($\phi$). The value of the order parameter is represented using different shades of grey. The lightest gray means highest $p/p_1$ order parameter [19].

Figure 6. Synchronization level as function of $f^*$. a). for globally coupled model II oscillators (for 25, 100 and 2500 units) and b). for 2500 oscillators coupled globally and 2500 oscillators coupled locally arranged on a 1D or 2D lattice [20].

3. In order to get a reinforcement of our results obtained by computer simulations, experimental studies were also made. My colleagues, Sz. Boda and A. Tunyagi have realized a setup of programmable electronic fireflies, so we had the opportunity of using it. These electronic fireflies (Figure 7) are integrated circuits having a simple circuit diagram. Each has a micro-controller (programmed to work as model I or model II
oscillators) a photoresistor (which detects the light in the system) and a light emission diode (this gives the output of the oscillator).

**Figure 7.** Picture of the electronic bugs and sketch of the main electronic parts [17].

**Figure 8.** Circuit board with the electronic fireflies and the computer interface [17, 18].

The electronic fireflies are placed on a circuit board (Figure 8) connected to a PC, which can gather information about the light intensity emitted by the system and the state of the units, saving all the relevant information in a file.

We compared systems formed by model I and model II oscillators. The results for \( N = 9, 16 \) and 22 oscillators in the system can be seen on Figure 9.

**Figure 9.** Experimental results obtained for 16 coupled electronic fireflies. Results for both model I and model II (parameters for model I: \( \tau_{B2} = 2 \cdot \tau_{B1} = 1536, \tau_{C} = 384 \); parameters for II: \( \tau_{C1} = 2 \cdot \tau_{C2} = 384, \tau_{B} = 768 \) [20].

The experimental results confirmed all the major predictions of the numerical simulations. Both curves show a qualitatively similar trend. In both cases there is an interval of the \( U \) reference voltage (the correspondent of the \( f^* \) desired intensity value), where the synchronization level strongly increases. Synchronization level
grows monotonically with the number of oscillators in the system. As it was expected, in the case of model II the interval of the output level where synchronization occurs is shifted towards the lower values of the $f^*$ parameter.

The studied systems offer wide possibilities for technical applications as well. Such systems could be useful for detection purposes and such a system of non-perfect coupled two-mode oscillators can act as a reliable oscillator with stable period. This is a clear, fault-tolerant behaviour, which allows to engineer oscillators with very stable periods using imperfect units.

Using the spring-block model for collective behavior in highway traffic

The spring-block or Burridge-Knopoff model took birth as a model of earthquakes. The tectonic plates involved in the generation of the earthquakes are modeled by two surfaces connected through a row of blocks. The blocks are interconnected by springs and connected to the upper surface with springs as well. The upper surface is dragged with a constant velocity and the blocks slide on the rough bottom surface with friction. As a result of the stochastic friction forces the blocks will slide in avalanches following the motion of the upper surface. The avalanches generated by the slide of the blocks correspond to earthquakes. The energy dissipation through these avalanches has a power-law distribution, so this simple one-dimensional model reproduces with success the empirical Gutenberg-Richter-law.

Due to the spectacular evolution of computers and computer simulation methods this simple mechanical model proved to be useful in describing various other physical phenomena as well. Paint or mud usually dries forming specific tiny polygonal "islands". Patterns formed by these dried granular materials can be reproduced using the spring-block model [21]. Nanosphere and nanotube structures have a wide applicability in today's engineering. These tiny components cannot be assembled manually: capillarity driven self-assembly is used, a novel and intelligent technique based on the principles of collective behaviour. This mechanism can be also modeled by the spring-block model [22]. Although magnetization process of the ferromagnetic material is a pretty complex phenomenon, a simple spring-block model reveals the avalanche-like steps of this disorder-driven phase transition [23]. The spring-block model can be also used to reveal the emergence of geographical space-like partitions [17].

Here we present an interesting application of the spring-block model: simulation of the traffic on a highway with only one traffic lane [24, 25]. Highway traffic can be modelled with several agent-based models, but our approach here is different and we consider the very general spring-block slip-stick model family to understand collective behavior in this system.

In our model the blocks are representing the cars in the row, and the springs are modelling the distance-keeping interactions between the cars. These are unrealistic springs, with one-directional forces: the car in front has an effect on the one behind it, but no reaction force exists (Figure 10).

The inertia of drivers is modeled by the static $F_s$ and dynamic $F_d$ friction forces between the cars and the plain beneath, where $F_s > F_d$. The ratio between dynamic and static friction forces $F_d/F_s = f$ had the same value, ($f=0.6$) for all the simulations. These
"friction forces" have a normal distribution with a fixed mean value ($F_m$), and standard deviation ($\sigma$). In case of a new location of one block a new static friction force is generated, and the corresponding dynamic force is also updated. The differences between driving attitudes and their fluctuations in time are both included in friction forces, so the standard deviation of the friction forces becomes one of the most important parameter governing our simulations.

The blocks are labeled after their ordinal number, $j$, and their order remains the same in the simulation. At the start the "cars" are arranged on a lane at the same, $l_0$ distance one from another, so all the springs are in equilibrium. At the start the positions of the blocks are expressed as $x_j(0) = -j \cdot l_0$, and the distance they made in the previous time-step is, for all cars $d_j(0) = 0$. Simulations are done in discrete steps. In every time-step the position of each block is updated, new friction forces are generated if the block changed its position in the former time-step, and the total force acting on each block is calculated. Finally the corresponding displacement is determined for every car.

Before accepting the new values for the displacement is necessary to check, if this values fulfill our demands:
- they have to be positive (the cars can move only ahead), otherwise we leave the coordinate unchanged
- the distance between two blocks cannot be smaller than a $d_{\text{min}}$ value (drivers have to keep a minimum distance from the car ahead, otherwise the distance will be considered $d_{\text{min}} = 0.3$)
- the drivers have to respect a speed limit, so the displacement in one time-step cannot exceed $d_{\text{max}}$. In the simulation the limiting value was choosen at: $d_{\text{max}} = 1$.

After updating the position of each block, $j \in \{1, 2, 3, \ldots N\}$, respecting the rules formulated above, and collecting the relevant data for the dynamics of the system, the time is updated: $t \rightarrow t + 1$, and the simulation goes on updating first the friction forces, if necessary, and so on.

A part of the parameters were fixed at the start of the simulation, so only three free parameters remained: the number of cars, $N$, the step of the first car, $d_0$, and the disorder level in the static friction, $\sigma$. By choosing different values for the free parameters, it is important to find out, how these parameters affect the relevant quantities of the system. Quantities characterising the whole system and quantities that are important for one component were studied, too.

First the $P_s(s)$ cumulative stop-time distribution (probability that a car has longer resting time than a given $s$ value) was investigated for various cars in a chain. For a given car in the row the cumulative distribution function becomes a logarithmic one. This means that in the limit of large $s$ values for the car in the critical position -and for all cars behind it- the $g(s)$ stop-time distribution function is a $C/x$ power-law type (Figure 11).
As a second step the car in the position $n=300$ was chosen. The cumulative stop-time distribution was plotted for fixed disorder level and different drag-step sizes and for a fixed drag-step value, as a function of the stop fluctuation of driving attitudes. Our conclusion was, that for fixed disorder level there is a critical value of drag step (drag velocity), for which the distribution function will become a $C/x$ type power-law. So, there is a worst “drag velocity” for which the car in position $n$ will be in a critical state, characterized by largely fluctuating stop-times. For a fixed drag-step we obtained a critical disorder value ($\sigma \approx 1.7$), for which the car has a logarithmic cumulative stop-time distribution, thus a power-law type distribution for the stops $g(s) = C/x$. This is a phase-transition-like behaviour, similar with the one obtained for the spring-block model applied to model Barkausen noise. Since this phase transition is induced by disorder, we call it disorder-induced phase-transition.

The study presented above was made in year 2009, and was only the first step in applying the spring-block model for modeling highway traffic. The newer study made by F. Járai-Szabó at al. [26] is more accurate and detailed and in parts confirms our most important conclusion: for every car in the row there is a critical disorder level where the state of a car is critical. A disorder induced phase transition is present as a function of the disorder in driving attitudes. For small disorder levels the stops are uncorrelated and no collective behavior is present. For higher disorder values correlated stops emerge and collective behavior arise.

In conclusion the simple mechanical spring-block model can be adapted with success for modelling the single-lane traffic. Of course, highway traffic could be modelled using other tools as well (agent-based models, or fluidum dynamics), but this example shows, that sometimes a large diversity of complex and quite different phenomena could be handled using very simple, pedagogical models.
The network approach to complex systems

Networks are the backbone (skeleton) of complex systems, so network view is very useful in investigating complex systems. Network models give a visual representation of the relevant interaction topology and the hierarchy (the importance) of the constitutive elements, offer precious information about the dynamical laws governing the time-like evolution of the system and allow a statistical description of the whole, even if we have partial knowledge about it [27].

Here we present and analyze a real network, the Erasmus Student Mobility network. For the year 2003 it contains 2333 universities and 134330 students (who travelled from a university to another in this project). This system has as nodes the universities, and the student exchanges are the links.

The analysis was made not in the idea of exploiting the program itself, but in order to investigate this complex real network, to describe it using mathematical tools, to construct some computer models of it and finally to evaluate the quality of the constructed models comparing it with the corresponding values calculated from the real dataset.

The ESM database we had was a huge one, so when making a graphical representation we had to skip over a part of it. In the case of the weighted ESM graph we could represent the universities having exchanged at least 15 students, (Figure 12), or we could choose to represent the hubs of our non-weighted graph (universities having at least 55 links, as Figure 13 shows).

![Figure 12. Part of the weighted ESM network (including 149 universities with at least 15 exchanges in the year 2003) [28].](image)
The presence of these hubs on both graphical representations suggests a complex network. Our expectation was to obtain a power-law degree distribution, high clustering coefficient, small average distance and preferential linking.

First the non-directed, non-weighted network was analyzed (the network of professional connections between universities). The network — due to our expectations — proved to be a strongly connected one. Its global clustering coefficient was 0.183, the local clustering coefficient 0.292, and there is a short average distance between the nodes 2.91, as we have expected. Surprisingly, no preferential linking could be revealed, and instead of power-law degree distribution our ESM network showed an exponential one.

On Figure 14 the \( r(k) \) degree-rank function is represented. Since our data fits a straight line on semi-logarithmical axes, we have to conclude, that this complex network is not scale-free, as we have expected: the degree-rank function is exponential, so the degree distribution has also the same shape. This result can be explained using the maximum entropy principle.

Another feature of the complex social networks is their preferential linking or assortative mixing. First the degree of neighbour-nodes and then the local clustering coefficients of the nodes were plotted as a function of the degree of nodes. Results suggested no preferential linking in our non-directed and non-weighted ESM network.

A successful model for our non-weighted and non-directed ESM network-like graph can be made using the simple configuration model. After constructing the model network we compared it with the real ESM network. For the global clustering coefficient, average local clustering coefficient and average distance between two nodes (largest component) the values for the real ESM and the model network were close to each other, so we concluded, that our model obtained with the simple configuration method with random link-allocation describes well our real network, so it can be used for further study.

An exchange is, usually, unidirectional. One student goes OUT from one university and enters IN another. This means, that our network can be treated as a directed network,

**Figure 13.** Part of the non-directed and non-weighted ESM network (containing the elements with at least 55 links, in a hierarchical representation) [28].

---
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too: there is a possibility to consider the ESM graph formed only by IN or only by OUT connections.

Analyzing the database of the real ESM network it can be seen, that 2/3 of its connections are unidirectional ones (only IN or OUT connection), and 1/3 of them is bidirectional. The links of the nondirected and non-weighted model network were considered bidirectional with a 2/3 probability, and they got a random direction with 1/3 probability. The resulting model network was compared to the real network by plotting the rank of the universities as a function of the IN and OUT connections they have.

The results on Figure 15 showed that the model is similar with the real network: The values for the directed real network and for the directed random graph are very close to each other.

If we are interested in the structure and strength of existing connections, we have to consider the ESM network as a weighted graph (the strength or weight assigned to a connection is given by the number of students realizing it.) First the students participating in the project had to be partitioned on their “home” universities. Leaving a university is likely to be linked with the number of OUT links the university has, so using the real database the number of leaving (SOUT) students was plotted as a function of the (kOUT) OUT connections of that university. The result on log-log axes suggested a power-law, scaling with exponent 1.17 Using this correlation the students were distributed on their “home” universities, so finally every node of our model network had a number of OUT links, and a (bigger or equal) number of students assigned.

Now every OUT link had to be populated by students: this could be done randomly in an uncorrelated manner, or preferential, too. The construction of the model network was made in both ways, and results were compared with the real network. On Figure 16 the
Figure 15. Rank of universities as a function of their IN or OUT degree for the directed and non-weighted ESM network (filled symbols), and for the randomly directed model network (empty symbols).

Figure 16. Comparison of weight distributions for the directed and weighted networks: ESM network (open circles), the directed version of the network obtained by the configuration model with random (filled triangles) and preferential (filled squares) generation of weights.
weight-distribution of nodes was plotted for the real weighted and directed ESM network (empty circles), and for both of the model networks: for the one obtained with preferential connection (filled squares) and for the one obtained with random connection (filled triangles), too. As it can be seen, the model network obtained with preferential linking describes much better our real ESM network, than the model constructed with random weight allocation. This means, that in the directed and weighted network preferential linking is present.

In this chapter we considered and studied by means of statistical physics methods a large-scale complex network. This study can convince us, that the network view is suitable when approaching complex systems. Network studies and network models can offer precious information about the dynamical laws governing the time-like evolution of a complex system.

We hope that the presented examples convinced the reader about the importance of choosing the right model for exploring collective phenomena. Briefly, since “collective phenomena” is a concept covering a very broad field, a broad variety of models could be used in the investigation of these processes. These models are tools at the disposition of the researcher: his art consists in choosing the proper tool and using it properly.
Conclusions

During the 20th century mankind has experienced a booming development, and - accordingly - the new limits of its possibilities, too. Totally automaton production lines can do routine jobs of man, only programming and supervision is needed; wired and wireless networks provide us energy, information and travelling possibilities; fuel, electricity, the internet or traffic-networks are all huge and amazing but have proven to be vulnerable, too. Any failure of one screw, belt or bearing causes the failure of the whole production line, or an unexpected event taking place at an important node of a network could cripple it for a while. In order to restart it intervention is needed: it would not simply "heal itself" as living organisms do...

Given all our sophisticated equipments and machines, we have to recognize, that natural systems having big number of simple components are much more reliable and fault-tolerant: they can "feel" their environment much better, they can react to environmental changes much faster, they can recover, heal themselves in no time and are even capable to organize themselves (without any centralized control).

As a matter of fact, we have to admit that nature is perfect. So being in the possession of all the knowledge and technical facilities man of the 21st century is seeking, again, for the mechanisms which make it so perfect. Top researchers in robotics work to implement ingenious solutions provided by nature for improving robustness, reliability and self-adjusting properties of their products. Their aim is not the construction of big and sophisticated machines equipped with different sensors, controlled and commanded by a central computer. The era of human-like robots with two red eyes remains the protagonist of cartoons.

The new generation-robot would rather be a system of small and simple entities interacting with each other and with their environment, performing their tasks based on the principle of collective behaviour. Lifting a heavy piece is not necessarily done by a hoisting crane: swarm-robots can do the job as well (just like ants do). The idea of using the concepts and mechanisms of collective behaviour in order to develop biological inspired techniques is brilliant, but implementing it demands not only knowledge and technical facilities: Man's vision about production systems has to be reconfigured, too. Hierarchical arrangement and central coordination gives place to cooperation, responsiveness, self-reconfiguring, and self-assembling properties of the components. In fact all these concepts have their origins in collective behaviour [29].

Briefly, collective behaviour is a brand new field of study and a source of inspiration, since it gives an insight in the mysteries of our marvelous world and gives us a key to revolutionary solutions for yet unsolved practical and technical tasks.
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